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The United States aims to maintain its supremacy in artificial intelligence (AI) as part of its great power competition 
with China. To this end, the US finds itself pulling the levers of its underlying technical, commercial, defense, political, 
and geopolitical forms of power. This manifests most prominently in the US’ export control regime on advanced 
computing technologies, allied cooperation and limitations therein, and China’s response amid its bid to achieve 
technological self-sufficiency. 

However, a suitably comprehensive conception of AI supremacy eludes policymakers. Wranglings over whether AI 
competition can be usefully conceived as a “race” and what constitutes the endpoint toward which its participants are 
hurtling causes US AI policymaking vis-à-vis China to adopt a somewhat post-hoc character as innovations in AI proceed.

This report aims to remedy this in two ways. First, it provides a comprehensive account of AI supremacy, which is defined 
as the greatest relative ability of a state to manage the chain of progressive steps leading from basic AI research and 
development (R&D) to commercialization of products at scale, and their dual-use defense applications, up to the level of 
politics and geopolitics in shaping cross-border AI interactions. Second, it offers five recommendations to improve the US 
strategy toward achieving AI supremacy.

The recommendations cover: (1) targeted federal funding for basic AI research; (2) federal support for STEM education and 
vocational training; (3) federal support for commercialization; (4) a proactive and multilateral export control regime; and (5) 
a leadership position for the US in global AI governance.

EXECUTIVE SUMMARY
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forefront of generative AI, capable of producing human-
quality text, code, and other creative formats. China, 
in contrast, boasts a staggering volume of AI patent 
filings. A 2023 report by the World Intellectual Property 
Organization (WIPO) revealed that Chinese companies 
and institutions filed over 38,000 generative AI patents 
between 2014 and 2023, dwarfing the US total of 6,276 
during the same period.1 Leading the pack were tech giants 
like Tencent, Ping An Insurance, Baidu, and the Chinese 
Academy of Sciences. While sheer patent volume does 
not guarantee actionable breakthroughs,2 it does indicate 
China’s distinct focus on commercialization and real-world 
applications of AI models.

The AI race, however, is global. States with both the 
intent and the resources to access computing equipment, 
talent, energy, and data can develop AI within their 
borders, to some extent. Outside of our US-China 
benchmark, then, we find this combination of intent and 
resources emerging in the Middle East, where several 
states have entered the global AI race. The United Arab 
Emirates and Saudi Arabia, especially, are pursuing the 
development of indigenous AI ecosystems, each seeking 
to attain the regional upper hand, throwing their capital 
behind their stated national AI aims.3

1    “Generative Artificial Intelligence: Patent Landscape Report,” 
World Intellectual Property Organization,  2024, p. 40, https://
www.wipo.int/web-publications/patent-landscape-report-
generative-artificial-intelligence-genai/en/index.html.

2     Two issues loom over China’s patent quantity dominance in 
generative AI. First, and most obvious, the number of patents has 
little direct bearing on the innovativeness of the underlying ideas. 
Second, and directly relevant to our analysis of AI supremacy 
and the expression of geopolitical power through export controls, 
Chinese firms’ lack of access to advanced hardware means 
that bridging the gap between ideas and applications is often 
practically insurmountable, as Alex He noted. See Erin Hale, 
“China Wrestles With ‘Quantity Over Quality’ In Generative AI 
Patents," Al Jazeera, August 9, 2024, Accessed August 18, 2024, 
https://www.aljazeera.com/economy/2024/8/9/china-wrestles-
with-quantity-over-quality-in-generative-ai-patents. 

3     See e.g., The Economist, “Abu Dhabi Throws a Surprise 

The Global AI Race
Introduction

Artificial intelligence (AI) is a pivotal catalyst for global 
innovation, with the United States at the forefront of the 
development of this transformative technology amid 
its ongoing great power rivalry with China. However, a 
notable concern has emerged: the absence of an explicit 
conception of AI supremacy threatens to undermine the 
US’ long-term AI strategy. The notion of AI supremacy 
traditionally has been difficult to define, paralleling 
disputes about whether competition over AI is a “race.” 
This report thus aims to accomplish two objectives: first, 
to define AI supremacy and anchor this concept in the 
realities of the AI competition thus far; and second, to 
revise the US’ AI strategy in accordance with a more 
comprehensive understanding of AI supremacy.

We argue that AI “supremacy” is an indispensable 
concept. We define it as the greatest relative ability of a 
state to manage the chain of progressive steps leading 
from basic AI research and development (R&D) to 
commercialization of products at scale, and their dual-
use defense applications, up to the level of politics and 
geopolitics in shaping cross-border AI interactions. 

The race for AI supremacy, then, is not just about R&D. It 
is a complex interplay between groundbreaking innovation 
and the ability to translate those ideas into real-world 
applications, both commercially and militarily, and to do 
so at scale. AI supremacy is therefore undergirded by 
relevant forms of power, including technical, commercial, 
defense, political, and geopolitical power to which states 
have varying degrees of access. The US and China are 
cases in point. With its vibrant start-up culture and world-
renowned research institutions, the US is a force to be 
reckoned with in the AI space. OpenAI made headlines 
in 2022 with the release of ChatGPT, a powerful chatbot 
that sparked the current frenzy surrounding large language 
models (LLMs). These models, powered by vast amounts 
of data and advanced computer processing, are at the 
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We survey the global race for AI supremacy thus far 
principally through the story of the US’ export control 
regime on advanced computing technologies, allied 
cooperation and limitations therein, and China’s 
responses amid its effort to achieve technological self-
reliance. These dynamics expose the underlying forms 
of power relevant to states’ pursuit of AI supremacy 
and how unresolved tensions between them hamper 
a state’s ability to harness them in tandem. This 
framing also allows us to explore a case that taps 
into the technical, commercial, defense, political, 

Challenger Into the AI Race," The Economist, September 21, 
2023, Accessed August 18, 2024, https://www.economist.com/
business/2023/09/21/abu-dhabi-throws-a-surprise-challenger-
into-the-ai-race; Adam Satariano and Paul Mozur, “‘To the Future’: 
Saudi Arabia Spends Big to Become an A.I. Superpower," The New 
York Times, April 25, 2024, Accessed August 18, 2024, https://
www.nytimes.com/2024/04/25/technology/saudi-arabia-ai.
html; and on Saudi Arabia’s plans, as of March 2024, to partner 
with US-based VC firm Andreesen Horowitz to establish a $40 
billion AI investment fund, see Maureen Farrell and Rob Copeland, 
“Saudi Arabia Plans $40 Billion Push Into Artificial Intelligence," 
The New York Times, March 19, 2024, Accessed August 18, 2024, 
https://www.nytimes.com/2024/03/19/business/saudi-arabia-
investment-artificial-intelligence.html.

and geopolitical dimensions of AI supremacy: the 
partnership between American tech giant Microsoft and 
Abu Dhabi-based AI firm G42. This case is instructive 
for both its initial ambitions and its eventual parebacks, 
both of which we assess from the perspective of the 
US’ pursuit of AI supremacy. It reveals a push-and-
pull effect between American policymakers’ desire to 
manage the AI competition across international borders 
principally through export controls and to draw the UAE 
away from China’s technological orbit into the US’ by 
cultivating cross-border commercial relationships — it 
is a crystallization of an effort to juggle AI supremacy’s 
underlying forms of power. 

This report thus aims to steer the conversation on the 
global AI race toward a comprehensive conception of AI 
supremacy that is anchored in the realities of international 
affairs and US-China great power competition. In this 
way, we aim to provide strategic clarity for a technological 
competition that is simultaneously diffuse yet fought 
on shared terms: as Middle Eastern powers rapidly 
emerge as formidable contenders in the AI arena, it is 
imperative to consider their aspirations alongside those 
of the established great powers. To do this, a conception 
of AI supremacy that allows analysts and policymakers 
to switch their frames of reference from discussions of 
access to AI hardware or talent to the commercial and 
defense applications of AI models and to the political and 
geopolitical contours of the AI competition is necessary. 
A comprehensive notion of AI supremacy will shape the 
future of the AI competition, alliances, and the global 
technological order. We ultimately argue that to secure 
AI supremacy over the long run, the US must expedite 
the implementation of AI solutions while simultaneously 
addressing the critical task of defining and assessing AI 
supremacy — a learning curve that is still being traversed. 
We provide five recommendations to this end.

What Is AI Supremacy?

According to the previously described definition of AI 
supremacy, in which we have identified the state as the 
key actor and the arena as international, this paper’s 
references to the global AI “race” refer to states’ efforts 
to become world leaders in their relative abilities to 
manage the entire spectrum of interactions related to the 

Photo above: Chinese and US flags. Source: Teh Eng Koon/AFP via 
Getty Images.
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and institutions (capable of harnessing AI models’ 
potential).4 Scharre also likens the competition over AI 
to the US-Soviet space race and its knock-on economic 
and national security benefits.5 In contrast, then-
Center for Security & Emerging Technology analyst 
Micah Musser, commenting on the relative disparity in 
2023 in the pursuit by the US and China of generative 
AI, represents the latter view: while both states view AI 
as a strategic technology, different domestic needs and 
trajectories have led them to place different emphases 
on generative AI. China, for its part, has historically 
focused more on computer vision rather than natural 
language processing (NLP). Moreover, its economic 
reliance on manufacturing — in contrast to America’s 
reliance on professional business services — makes 
chatbots less impressive. Finally, the technology’s 
propensity to hallucinate interferes with China’s 
political governance and perceived social stability.6 

4     Paul Scharre, Four Battlegrounds: Power in the Age of 
Artificial Intelligence, (W.W. Norton, 2023), chs. 2-5.

5     Ibid., p. 72.

6     Micah Musser, “China Isn’t Losing Sleep Over ChatGPT," 

development and use of AI technology, both domestically 
and internationally.

We believe that defining AI supremacy this way avoids 
an over-intellectualizing of AI’s role in world affairs. Such 
over-intellectualization threatens to both distort the 
idea of leadership in AI and to reduce a much needed 
emphasis on a cohesive AI strategy by the US amid its 
great power competition with China. The key maneuver 
here is in recognizing that both proponents and 
opponents of the idea of an AI “race” hit upon vital points 
regarding states’ pursuits of AI that we adopt here, but 
tend to fall into two traps: they either abstract too far 
away from the practical realities of AI’s development 
and deployment or they attempt to reduce AI to the 
particularities of a state’s relative economic and political 
conditions, losing sight of the usefulness of the concepts 
of an AI race and AI supremacy.

The former position is represented by the Center for 
a New American Security’s Paul Scharre, who argues 
in his 2023 book, Four Battlegrounds: Power in the 
Age of Artificial Intelligence, that there are four key 
components relevant to AI and relative state power: 
data, compute (computing power), talent (AI expertise), 

Photo above: Server chip Yitian 710 developed by Alibaba’s in-house semiconductor unit on display during Aspara Conference 2021. Photo 
by Xu Kangping/VCG via Getty Images.
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Musser’s implication is that analysts should “stop 
calling it a race.”7

Both of these positions, represented at a general level 
here, offer something valuable. Scharre is correct to 
point out that data, compute, talent, and institutions 
are key factors for a state’s relative power in AI, 
whereas Musser is correct that these factors are 
leveraged in substantially different ways depending on 
the domestic conditions of the state in question. The 
emphasis on AI’s four key components, for their part 
— while vital — overshadows the need for a sufficiently 
robust framework through which to assess a state’s 
share of relative power over AI and allow the analyst to 
project into the future with confidence.8 In the absence 
of this framework, the risk of excessive analytic hedging 
on the future of technology and the utility of the choices 
states make in reference to it loom large.9 A more 
comprehensive conception of AI supremacy is needed.

The converse case illustrated by Musser, that there 
are state-specific conditions attached to the pursuit 
of AI, does not detract from both a competitive 
geopolitical landscape vis-à-vis AI (the race) and a 

The Diplomat, July 3, 2023, Accessed August 12, 2024, https://
thediplomat.com/2023/07/china-isnt-losing-sleep-over-chatgpt/. 

7     Ibid. Indeed, Wendy Chang notes that the adoption of 
generative AI specifically in China has been “lukewarm” for 
both practical and political reasons, and Beijing sees much of 
its greatest promise in the development of narrowly-tailored 
applications for enterprises. Wendy Chang, “China Keeps 
Generative AI on Simmer.” Mercator Institute for China Studies, 
April 17, 2024, Accessed August 15, 2024, https://www.merics.
org/en/comment/china-keeps-generative-ai-simmer. 

8     Scharre elsewhere, to be sure, also refers to AI as part 
of a technology race, though similar reasoning applies. See 
Paul Scharre, “Debunking the AI Arms Race Theory," Texas 
National Security Review, 2021, 4(3): 122-124, DOI: http://
dx.doi.org/10.26153/tsw/13985. Michael Horowitz, for his part, 
argues that AI breeds competition of a broader nature than the 
bilateral space race, with the competition over Second Industrial 
Revolution technologies being a more apt analogy. Michael C. 
Horowitz, “Artificial Intelligence, International Competition, And 
the Balance of Power," Texas National Security Review, 2018, 1(3): 
50-52, DOI: https://doi.org/10.15781/T2639KP49. 

9     See Vincent Carchidi, “The Middle East’s Four 
Battlegrounds,” Middle East Institute, July 11, 2023, Accessed 
August 12, 2024, https://www.mei.edu/blog/middle-easts-four-
battlegrounds.  

meaningful leadership position that one state holds 
over another (AI supremacy). The proper goal of a 
geopolitical analyst, we argue, cannot be to dismiss 
the AI competition as merely the result of misguided 
threat perceptions of actors on the world stage; rather, 
their role is to construct a framework flexible enough 
to accommodate a litany of state-specific peculiarities 
pertinent to AI but robust enough to assess one state’s 
relative power over the technology in contrast to 
another state’s.

As a first stop, we believe exploring China’s ability to 
quickly deploy AI models commercially allows us to 
flesh out the value of our definition of AI supremacy.

China’s Quick AI Deployment and the 
Role of Government

As noted, the ability to commercially deploy AI 
models at scale matters for AI supremacy as much 
as the ability to conduct basic AI research. One of 
China’s core strengths in the quest for AI supremacy 
is the quick deployment of AI models and the role of 
government in this endeavor. Indeed, the Chinese State 
Council’s 2017 “New Generation Artificial Intelligence 
Development Plan” — a high-level roadmap for the 
country’s approach to AI through 2030 — explicitly 
describes its three sets of strategic objectives (marking 
out objectives in 2020, 2025, and 2030) by linking AI 
theories and basic research with practical applications 
in fields like manufacturing, medicine, and defense, 
among others.10 China is manipulating the commercial 
dimension of AI supremacy by tapping into the 
country’s comparatively more nimble handle on the 
deployment of AI models, giving it an advantage in this 
link of the chain.

This point about deployment should not be lost amid 
the recognition that China lags in areas including access 

10     State Council of the People’s Republic of China, A Next 
Generation Artificial Intelligence Development Plan, Translated by 
Graham Webster, Rogier Creemers, Elsa Kania, and Paul Triolo. 
(State Council of the People’s Republic of China, 2017), pp. 5-7, 
https://digichina.stanford.edu/work/full-translation-chinas-new-
generation-artificial-intelligence-development-plan-2017/. 
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to technical resources — such as advanced chips used 
to train generative AI models — and the agenda-setting 
ability of American private-sector innovation. We have 
already noted one such example in the case of ChatGPT 
and subsequent generative AI enthusiasm. 

Another particularly striking example of America’s ability 
to move up the chain from basic AI R&D to dual-use 
defense applications is the employment of the machine 
learning model “Raven Sentry.” American intelligence 
analysts aiming to predict seemingly abrupt bursts 
of political violence in Afghanistan in the summer of 
2020 contracted Silicon Valley-based experts to train a 
neural network to this end. The network was trained on 
historical data on violence with open-source material 
such as weather data, social media posts, news reports, 
and commercial satellite images. Within months, the 
model was capable of correctly judging an attack to be 
likely with the highest probability (80-90%) 70% of the 
time, on a par with human analysts, though at much 
greater speed.11

11     The Economist, “How America Built an AI Tool To Predict 
Taliban Attacks," The Economist, July 31, 2024, Accessed 
August 12, 2024, https://www.economist.com/science-and-
technology/2024/07/31/how-america-built-an-ai-tool-to-predict-

Because Chinese technological progress is often 
associated with technology theft from other countries, 
including the US, its ability to move up this chain — from 
R&D to execution — is sometimes underestimated. Its 
ability to similarly tap into a reservoir of private-sector AI 
talent and extract a mission-applicable AI solution of the 
kind embodied by Raven Sentry is not typically held in the 
same esteem by analysts as America’s. There is truth to 
this. Consider how even China’s “lukewarm” reception of 
generative AI (putting aside divergent economic reliance 
on this technology) notably followed America’ stage-
setting AI innovation. 

Not two years on from ChatGPT’s release, however, the 
situation has changed. Some Chinese companies have 
embraced open-source AI — the sharing of in-house 
technologies or the code governing AI models. This 
enabled internet company Kuaishou to build “Kling,” 
a Sora-like text-to-video generator, and release it to 
users. Shortly after, 01.AI, a startup founded by Kai-
Fu Lee, released competitive generative AI chatbot 
technology. While US-led export controls on advanced 
computing equipment have a limiting impact, there is 

taliban-attacks. 

Photo above: Display at World Artificial Intelligence Conference in Shanghai on July 4, 2024. Photo by STR/AFP via Getty Images.
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some evidence that this kind of research environment 
has a mutual (though as-yet heavily uneven) influence 
on Western AI researchers, leading to a partial reversal 
of the dynamic that typically flows unidirectionally from 
America to China.12 China’s ability to cultivate an AI 
research ecosystem that expands this bidirectionality 
will depend on its grip on lower-level aspects of the AI 
supremacy chain, namely access to technical resources 
such as hardware and talent. More than this, Chinese 
firms are now attempting to construct generative 
models by writing more efficient underlying code, 
thereby reducing the need for the most advanced AI 
chips. The emphasis on the specialized models for 
tailored purposes, rather than ever-larger models, 
is illustrated by Baidu Chief Executive Officer (CEO) 
Robin Li’s remark: “Without applications, having only 
foundational models, whether open source or closed 
source, is worthless.”13

12     Meaghan Tobin and Cade Metz, “China Is Closing the A.I. 
Gap With the United States," The New York Times, July 25, 2024, 
https://www.nytimes.com/2024/07/25/technology/china-open-
source-ai.html. 

13     Kimberly Kao and Raffaele Huang, “Chips or Not, Chinese 
AI Pushes Ahead," The Wall Street Journal, August 23, 2024, 

In other areas, China’s hold on the commercialization 
of AI-enabled products is firmer and more assertive. 
China is leading the charge in smart cars, taking a mere 
17 months to produce a batch of 10 million electric 
vehicles (EVs) after spending 26 years on the first batch 
of 10 million. EVs made in China are increasingly “AI-on-
wheels.”14 As Wendy Chang and Antonia Hmaidi note, 
the Chinese state’s guiding principle to have AI serve the 
“real economy” is pronounced in the growth-inducing EV 
industry, where Chinese-made AI-enabled autonomous 
driving softwares like XPeng compete with one another.15 
(This comes amid new data that half of all vehicles sold 
in China in July 2024 were either pure electric vehicles 
or plug-in hybrid vehicles, a jump in sales of new energy 

Accessed August 26, 2024, https://www.wsj.com/tech/ai/chips-
or-not-chinese-ai-pushes-ahead-31034e3d. 

14     Wendy Chang and Antonia Hmaidi, “China’s EVs Are AI-
On-Wheels, While European Cars Are Still Trying to Get Smart," 
Mercator Institute for China Studies, August 1, 2024, https://
merics.org/en/comment/chinas-evs-are-ai-wheels-while-
european-cars-are-still-trying-get-smart.

15     Ibid.

Photo above: Logos of OpenAI and ChatGPT displayed on screens. Photo by Lionel Bonaventure/AFP via Getty Images.
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This is reflected, in part, by Musser’s insight that China’s 
economic reliance on manufacturing — in contrast to 
America’s disproportionate reliance on professional 
business services — leads the former not only to place less 
emphasis on rolling out generative AI-enabled chatbots, 
but also less emphasis on replicating the exact trends 
toward larger models pursued by American companies 
like OpenAI, Microsoft, and Google. China’s approach to AI 
deployment is also a manifestation of Scharre’s point that 
“governments have choices in how they respond to the AI 
revolution…”20 AI, either in technical form or deployment, 
is not predetermined, set in stone as it were — a critical 
point in constructing a strategy for AI supremacy.

So, too, for the US, where the primary tool for managing 
the AI competition thus far is export controls on enabling 
hardware for advancing computing technologies, including 
AI, and an evolving export control regime that appears 
poised to cover AI models themselves. The US and China 
are currently locked in a dynamic in which each state 
leverages the resources and institutions to which each 
state holds disproportionate access in order to enable 
movement through the chain.

We turn to this dynamic now and then flesh out how it 
relates to the quest for AI supremacy.

The AI Race Through Export Controls

The race for AI supremacy has led to the use of export 
controls and other regulatory measures by the US on an 
unprecedented scale. This use has unfolded in tandem 
with broader trade disputes stemming from perceived 
inequalities in the US-China trade relationship, 
including (but not limited to) Chinese acquisition of 
sensitive US technology for military modernization 
purposes. Indeed, tensions that escalated sharply 
during President Donald Trump’s first administration in 
the form of tariffs on the order of hundreds of billions of 
dollars on imported Chinese goods from 2018 to 2019, 
triggering a tit-for-tat dispute between the two states, 
run parallel to this history.21 

20     Scharre, Four Battlegrounds, p. 40.

21     On this trade relationship, see Anshu Siripurapu and Noah 
Berman, “The Contentious U.S.-China Trade Relationship," Council 

vehicles of 37% from July 2023.16) Finally, Baidu’s 
deployment of 500 autonomous taxis available for 
consumers to hail in Wuhan made it, as of July 2024, the 
world’s largest self-driving car network, covering 2,000 
square km more than that of US-based Waymo’s largest 
autonomous vehicle network in Arizona.17

To be sure, the existing dynamism of advanced scientific 
and technological research in the US coupled with the 
near-term effects of US-led export controls on Chinese 
AI research means that China’s ability to build agenda-
setting AI models lags. The point of our emphasis here 
on the fuller conception of AI supremacy, however, is 
China’s ability to both develop and deploy commercial AI 
models at scale even in considerably constrained internal 
conditions (political censorship) and external conditions 
(export controls). Hong Kong-based investor Jennifer Zhu 
Scott recently argued in this vein that China’s constraints 
do force its technology companies to accept limitations 
on their ability to build models that compare to the size 
of, say, OpenAI’s GPT-4, but these limitations enable a 
pragmatic approach to the development of AI models that 
allows China to “excel in execution: finding product-market 
fit, scale, and making applications highly affordable.”18 
Indeed, a September 2024 Information Technology & 
Innovation Foundation report surveys the state of Chinese 
innovation and cautions against underestimating it in key 
industries, particularly as it catches up in robotics, AI, 
quantum computing, and the like.19

16     Reuters, “China Auto Market Hits Milestone As EVs, Hybrids 
Make Up Half of July Sales,” Reuters, August 8, 2024, https://
www.reuters.com/business/autos-transportation/chinas-car-
sales-extend-declines-fourth-month-2024-08-08/. 

17     Jing Xuan, “China’s Growing ‘Robotaxi’ Fleet Sparks 
Concern, Wonder on Streets," Barron’s, August 16, 2024, 
Accessed August 17, 2024, https://www.barrons.com/news/
china-s-growing-robotaxi-fleet-sparks-concern-wonder-on-
streets-84199d22. 

18     Jen Zhu Scott, “Understanding China’s Pragmatic AI 
Plan," Financial Times, July 31, 2024, Accessed August 12, 
2024, https://www.ft.com/content/e76d54e6-607f-4511-a2dc-
db030feea0b9. 

19     See generally, Robert D. Atkinson, “China Is Rapidly 
Becoming a Leading Innovator in Advanced Industries,” 
Information Technology & Innovation Foundation, September 
2024, https://www2.itif.org/2024-chinese-innovation-full-report.
pdf. 
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An early volley came in May 2019, when President Trump 
signed an executive order banning the installation of 
foreign-made equipment that poses a national security 
risk by US telecommunications firms (implicating Huawei, 
albeit indirectly).22 In January 2020, Reuters reported 
that the Trump administration pressured the Dutch 
government to block chip manufacturing tech sales to 
China, a campaign with apparent success given that the 
export license for semiconductor equipment maker ASML’s 
advanced lithography machine was not renewed.23 By 
May 2020, the Trump administration amended the foreign 
direct product rule (FDPR) to restrict semiconductor 
shipments from global chipmakers to Huawei.24

The Biden administration dramatically extended Trump-
era export controls. In September 2022, the US told Nvidia 
and Advanced Micro Devices (AMD) to stop their exports 
of A100 and H100 chips as well MI250 chips, respectively, 
to China.25 In October 2022, the Biden administration 

on Foreign Relations, May 14, 2024, Accessed August 5, 2024,  
https://www.cfr.org/backgrounder/contentious-us-china-trade-
relationship. 

22     Donald J. Trump, “Executive Order on Securing the 
Information and Communications Technology and Services Supply 
Chain.” The White House, May 15, 2019, https://trumpwhitehouse.
archives.gov/presidential-actions/executive-order-securing-
information-communications-technology-services-supply-chain/. 

23     Alexandra Alper, Toby Sterling, and Stephen Nellis, “Trump 
Administration Pressed Dutch Hard to Cancel China Chip-
Equipment Sale - Sources,” Reuters, January 6, 2020, Accessed 
August 5, 2024, https://www.reuters.com/article/world/uk/
trump-administration-pressed-dutch-hard-to-cancel-china-chip-
equipment-sale-so-idUSKBN1Z50H4/. 

24     Bureau of Industry and Security, “Export Administration 
Regulations: Amendments to General Prohibition Three 
(Foreign-Produced Direct Product Rule) and the Entity List,” U.S. 
Department of Commerce, May 19, 2020, https://www.govinfo.
gov/content/pkg/FR-2020-05-19/pdf/2020-10856.pdf; David 
Shepardson, Karen Freifeld, and Alexandra Alper, “U.S. Moves 
to Cut Huawei Off From Global Chip Suppliers As China Eyes 
Retaliation,” Reuters, May 15, 2020, Accessed August 5, 2024, 
https://www.cnbc.com/2020/05/15/us-china-tensions-rise-as-
trump-administration-moves-to-cut-huawei-off-from-global-
chip-suppliers.html.

25     Stephen Nellis and Jane Lee, “U.S. Officials Order Nvidia to 
Halt Sales of Top AI Chips to China,” Reuters, September 1, 2022, 
Accessed August 5, 2024, https://www.reuters.com/technology/
nvidia-says-us-has-imposed-new-license-requirement-future-
exports-china-2022-08-31.  

published sweeping export controls to restrict Chinese 
companies from obtaining advanced semiconductors and 
advanced chipmaking equipment. The controls included a 
ban on the export of some chips to China made anywhere 
in the world with US equipment.26 The new controls 
also prohibited “US persons” (US-based companies or 
affiliated entities, individuals within the US, and citizens) 
from providing support for Chinese firms’ development 
or production of advanced node semiconductors or 
production equipment without a license.27

The Center for Strategic and International Studies’ 
Gregory Allen characterized the October 2022 controls 
as the Biden administration’s way of saying “enough is 
enough.”28 Shortly after the controls were announced, 
National Security Advisor Jake Sullivan borrowed the term 
“small yard, high fence”29 to refer to the US’ new approach 

26     Bureau of Industry and Security, “Commerce Implements 
New Export Controls on Advanced Computing and Semiconductor 
Manufacturing Items to the People’s Republic of China (PRC)," 
Bureau of Industry and Security, U.S. Department of Commerce, 
October 7, 2022, Accessed August 25, 2024, https://www.bis.
doc.gov/index.php/documents/about-bis/newsroom/press-
releases/3158-2022-10-07-bis-press-release-advanced-
computing-and-semiconductor-manufacturing-controls-final/
file; Bureau of Industry and Security, U.S. Department of 
Commerce, “Implementation of Additional Export Controls: 
Certain Advanced Computing and Semiconductor Manufacturing 
Items; Supercomputer and Semiconductor End Use; Entity List 
Modification," Federal Register, 87(197), October 13, 2022,  
62186—215. https://www.govinfo.gov/content/pkg/FR-2022-10-
13/pdf/2022-21658.pdf; Demetri Sevastopulo and Kathrin Hille, 
“US Hits China with Sweeping Tech Export Controls," Financial 
Times, October 7, 2022, Accessed August 6, 2024, https://www.
ft.com/content/6825bee4-52a7-4c86-b1aa-31c100708c3e; 
Gregory C. Allen, “Choking Off China’s Access to the Future of AI,” 
Center for Strategic and International Studies, October 11, 2022, 
pp. 1-7, https://www.csis.org/analysis/choking-chinas-access-
future-ai.

27     Akin Gump Strauss Hauer & Feld, International Trade 
Alert: BIS Imposes New Controls to Limit the Development 
and Production of Advanced Computing and Semiconductor 
Capabilities in China, (Akin Gump Strauss Hauser & Feld, 2022), 
pp. 4-6.

28     Allen, Choking Off China’s Access, p. 3.

29     See The White House, “Remarks by National Security 
Advisor Jake Sullivan on the Biden-Harris Administration’s 
National Security Strategy," The White House, October 12, 
2022, Accessed August 21, 2024, https://www.whitehouse.
gov/briefing-room/speeches-remarks/2022/10/13/remarks-
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of building a wall around critical American technologies 
to block Chinese access to them without severing the 
broader US-China trade relationship. In October 2023, 
these sweeping 2022 export controls were updated with 
the introduction of new rules designed to restrict China’s 
“ability to both purchase and manufacture certain high-
end chips critical for military advantage.”30

There were several intentions behind the October 2022 
export controls, yet all of them bear directly on the 
pursuit of AI supremacy by the US. As Sujai Shivakumar, 
Charles Wessner, and Thomas Howell detail in their 

by-national-security-advisor-jake-sullivan-on-the-biden-harris-
administrations-national-security-strategy/. 

30     Bureau of Industry and Security, “Commerce Strengthens 
Restrictions on Advanced Computing Semiconductors, 
Semiconductor Manufacturing Equipment, and Supercomputing 
Items to Countries of Concern,” U.S. Department of Commerce, 
October 17, 2023, Accessed August 25, 2024, https://www.bis.
gov/press-release/commerce-strengthens-restrictions-advanced-
computing-semiconductors-semiconductor; see also, Emily 
Benson, “Updated October 7 Semiconductor Export Controls,” 
Center for Strategic and International Studies, October 18, 
2023, Accessed August 25, 2024, https://www.csis.org/analysis/
updated-october-7-semiconductor-export-controls.

2024 report, Balancing the Ledger, the controls were 
designed to block China’s ability to obtain high-end 
semiconductors, technology, manufacturing equipment, 
and the technical skill necessary to implement and work 
with them (following, rather than breaking with, the Trump 
administration’s 2019 restriction of US companies’ export 
of goods and services to Huawei without licenses).31

To complement the American export control regime,32 
President Joe Biden signed an executive order in 
August 2023 mandating that US companies both notify 
and be approved by the Department of the Treasury 
for outbound investment in the sensitive technology 

31     Sujai Shivakumar, Charles Wessner, and Thomas Howell 
(2024), “Balancing the Ledger,” Center for Strategic and 
International Studies, February 2024, p. 2, https://www.csis.org/
analysis/balancing-ledger-export-controls-us-chip-technology-
china.

32     Paul Haenle, “How Biden’s New Outbound Investment 
Executive Order Will Impact U.S.-China Relations,” Carnegie 
Endowment for International Peace, August 15, 2023, Accessed 
August 6, 2024, https://carnegieendowment.org/posts/2023/08/
how-bidens-new-outbound-investment-executive-order-will-
impact-us-china-relations?lang=en. 

Photo above: A Huawei Technologies Co. logo at the company’s offices in Reading, UK. Photo by Jason Alden/Bloomberg via Getty Images.
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sectors of “countries of concern.”33 These technology 
areas include “semiconductors and microelectronics, 
quantum information technologies, and artificial 
intelligence sectors that are crucial for the military, 
intelligence, surveillance, or cyber-enabled capabilities 
of a country of concern…”34 Outbound investments in AI 
specifically require Treasury Department notifications 
even where the design, fabrication, and packaging of 
less-advanced circuits are concerned and in those cases 
where AI-enhanced software has military or intelligence 
applications.35 This executive order was implemented 
through the Treasury Department’s publication 

33     Joseph R. Biden, Jr., “Executive Order 14105—Addressing 
United States Investments in Certain National Security 
Technologies and Products in Countries of Concern,” The White 
House, August 9, 2023, https://www.govinfo.gov/content/pkg/
DCPD-202300685/pdf/DCPD-202300685.pdf. 

34     Ibid., p. 4. 

35     Brandon L. Van Grack, Charles Capito, James Brower, and 
Jonathan Babock, “The Next Stick," Lawfare, September 28, 
2023, Accessed August 6, 2024, https://www.lawfaremedia.
org/article/the-next-stick-the-biden-admin-s-new-program-to-
regulate-outbound-investment. 

of its “Final Rule” in October 2024, providing the 
terminological specifics necessary for implementation.36

Secretary of Commerce Gina Raimondo indicated in 
July 2024 that the export control regime vis-à-vis China 
would continuously evolve and that the fence in the titular 
“small yard, high fence” approach could never get too 
tall “because China is constantly trying to get around 
the fence”37 (though the yard, conceivably, could get too 
large). The US Congress, for its part, is also getting in the 
game. In May 2024, the House Foreign Affairs Committee 
passed the Enhancing National Frameworks for Overseas 

36    Office of Investment Security, “Provisions Pertaining to 
U.S. Investments in Certain National Security Technologies 
and Products in Countries of Concern,” U.S. Department of the 
Treasury, July 5, 2024, Accessed November 6, 2024, https://
www.federalregister.gov/documents/2024/07/05/2024-13923/
provisions-pertaining-to-us-investments-in-certain-national-
security-technologies-and-products-in.

37      Rishi Iyengar, “The Technocrat," Foreign Policy, August 
16, 2024, Accessed August 21, 2024, https://foreignpolicy.
com/2024/08/16/gina-raimondo-us-china-tech-competition-
chips-ai/. 

Photo above: Technicians in a clean room at a semiconductor fabrication plant in Dresden, Germany, Nov. 30, 2022. Photo by Liesa 
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Critical Exports (ENFORCE) Act by a vote of 43-3.38 The 
ENFORCE Act — while not a done deal — would amend 
the Export Control Reform Act of 2018 by granting clear 
authority to the US president to restrict the export of AI 
systems (as opposed to merely restricting their enabling 
hardware, like semiconductors) and to restrict Americans 
from working with foreigners to develop AI systems 
deemed a risk to national security.39 Its bipartisan passage 
out of the committee represents an emerging consensus in 
Washington on the need to comprehensively restrict Chinese 
and other adversarial access to advanced AI technologies.

US-Allied Cooperation on Export 
Controls

So dramatic were the US’ Oct. 7, 2022, revisions to 
its export controls that the role of allies — specifically, 
ensuring that allies who dominate critical points in the 
relevant supply chains are in alignment with American 
restrictions — took on a somewhat post-hoc character. 
The Biden administration has been and continues to 
be engaged in extensive efforts to bring aboard allies, 
including the Netherlands, Japan, and South Korea, but 
the record is patchy.40 

Japan and the Netherlands were the first to reportedly 
agree to join the US in imposing some restrictions on the 
export of semiconductor manufacturing equipment to 
China in January 2023, prominently implicating the sales 
of Dutch company ASML’s deep ultraviolet lithography 
(DUV) machines and similar limits on Japanese firms 

38     Alexandra Alper, “US Lawmakers Advance Bill to Make 
It Easier to Curb Exports of AI Models," Reuters, May 22, 2024, 
Accessed August 21, 2024, https://www.reuters.com/technology/
us-lawmakers-advance-bill-make-it-easier-curb-exports-ai-
models-2024-05-22/. 

39     For the full text, see H.R.8315, “Enhancing National 
Frameworks for Overseas Restriction of Critical Exports Act,” U.S. 
House Committee on Foreign Affairs, May 8, 2024, https://www.
congress.gov/118/bills/hr8315/BILLS-118hr8315ih.pdf. 

40     Shivakumar, Wessner, and Howell, Balancing the Ledger, pp. 
2-3. 

Nikon Corporation and Tokyo Electron.41 Later, in March 
2023, Japan announced42 that it would restrict the 
export of 23 types of semiconductor manufacturing 
equipment to align with American restrictions, 
specifying that the controls restrict the export of 
machines that could be used to manufacture sub-14 
nanometer chips.43

More recently, as the Commerce Department 
weighed export controls on proprietary AI models 
to complement the current controls on enabling 
hardware,44 the US was reportedly engaged in an 
effort to expand its export control agreement with the 
Netherlands and Japan as of July 2024.45 While there 
is alignment in the desire to pursue greater supply 
chain sustainability, Japan is particularly reluctant to 
embrace the American totality of export controls on 
China as it develops its own domestic semiconductor 
industry alongside concern for China’s leverage over 
critical mineral supply chains.46 

41     Jenny Leonard, “Japan, Netherlands to Join US in Chip 
Export Controls on China," Bloomberg, January 27, 2023, 
Accessed August 6, 2024, https://www.bloomberg.com/news/
articles/2023-01-27/japan-netherlands-to-join-us-in-chip-
export-controls-on-china. 

42     Tim Kelly and Miho Uranaka, “Japan Restricts Chipmaking 
Equipment Exports as It Aligns with US China Curbs," Reuters, 
March 31, 2023, Accessed August 6, 2024, https://www.reuters.
com/technology/japan-restrict-chipmaking-equipment-exports-
aligning-it-with-us-china-curbs-2023-03-31/. 

43     For a useful timeline of the major events in US and allied 
semiconductor export controls from 2018 - 2023, see Reuters, 
“US Targets China Over Semiconductors," Reuters, June 30, 2023, 
Accessed August 12, 2024, https://www.reuters.com/technology/
us-targets-china-over-semiconductors-2023-06-30/. 

44     Alexandra Alper, “US Eyes Curbs on China’s Access to 
AI Software Behind Apps Like ChatGPT," Reuters, May 8, 2024, 
Accessed 6, 2024, https://www.reuters.com/world/us-pushing-
netherlands-japan-restrict-more-chipmaking-equipment-china-
source-2024-06-18/.

45     Karen Freifeld and Toby Sterling, “US Wants Netherlands, 
Japan to Further Restrict Chipmaking Equipment to China," 
Reuters, July 19, 2024, Accessed August 6, 2024, https://www.
reuters.com/world/us-pushing-netherlands-japan-restrict-more-
chipmaking-equipment-china-source-2024-06-18/. 

46     Shunsuke Ushigome, “U.S. and Japan Face Disconnect 
Over Further China Chip Controls," Nikkei Asia, June 28, 2024, 
Accessed August 6, 2024, https://asia.nikkei.com/Politics/
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Also in July, American officials reportedly considered 
employing the FDPR to impose controls on foreign-
made products with even minimal American technology 
as a means of cajoling Japan and the Netherlands 
into restricting the repair and servicing of chipmaking 
equipment already subject to export controls.47 
Illustrating the touch-and-go nature of US-allied 
negotiations, there was, shortly thereafter, an anticipated 
exemption of Japan, the Netherlands, and South Korea 
from a forthcoming US rule change on the export of 
semiconductor manufacturing equipment from certain 
foreign countries to Chinese chipmakers.48 The saga 
culminated with reports in August 2024 that the Dutch 
government decided in favor of aligning itself with US 
restrictions to withhold the renewal of ASML’s licenses to 
service and provide spare parts for the company’s DUV 
machines in China49 (the 1970i and 1980i DUV immersion 
lithography tools, specifically50), temporarily capping US-
Dutch negotiations over the imposition of restrictions on 
servicing equipment, to explicit Chinese dissatisfaction.51 

International-relations/U.S.-and-Japan-face-disconnect-over-
further-China-chip-controls. 

47     Mackenzie Hawkins, Ian King, Cagan Koc, and Takashi 
Mochizuki, “US Floats Tougher Trade Rules to Rein In China 
Chip Industry," Bloomberg, July 16, 2024, Accessed August 6, 
2024, https://www.bloomberg.com/news/articles/2024-07-17/
us-considers-tougher-trade-rules-against-companies-in-chip-
crackdown-on-china. 

48     Karen Freifeld, “Exclusive: New US Rule on Foreign Chip 
Equipment Exports to China to Exempt Some Allies," Reuters, July 
31, 2024, Accessed August 22, 2024, https://www.reuters.com/
technology/new-us-rule-foreign-chip-equipment-exports-china-
exempt-some-allies-sources-say-2024-07-31/. 

49     Cagan Koc and Kenny Leonard, “The Netherlands to Put 
More Curbs on ASML’s China Chip Business," Bloomberg, August 
29, 2024, Accessed August 29, 2024, https://www.bloomberg.
com/news/articles/2024-08-29/the-netherlands-to-put-more-
curbs-on-asml-s-china-chip-business.

50     Toby Sterling, “Dutch Government Retakes Export Control 
Over Two ASML Tools From US," Reuters, September 6, 2024, 
Accessed September 10, 2024, https://www.reuters.com/
technology/dutch-government-retakes-export-control-over-two-
asml-tools-us-2024-09-06/. 

51     Reuters, “China Says “Dissatisifed” With New Dutch Export 
Controls on ASML Chipmaking Tools," Reuters, September 8, 
2024, Accessed September 10, 2024, https://www.reuters.com/
technology/china-says-dissatisfied-with-new-dutch-export-
controls-asml-chipmaking-tools-2024-09-08/. 

Still, alignment over export controls among the US, 
Japan, and the Netherlands remains a work in progress. 
Washington is negotiating a deal with Tokyo to curb 
chipmaking technology exports to China that the former 
previously sought to establish before the November 
presidential election, as strains on the trilateral dialogue 
appear with Japan’s wariness of Chinese blowback.52 US 
officials remain intent on pressuring Japan to restrict firms 
like Tokyo Electron from selling advanced chipmaking 
tools to China, preferring not to invoke the FDPR against 
Japan and other allies, though not ruling the option out. As 
talks proceed, Chinese officials have threatened to cut off 
Japan’s access to critical minerals essential for automotive 
production, prompting US and Japanese officials to 
construct a strategy to ensure the latter’s supply.53

Notably, in mid-October 2024, Taiwan Semiconductor 
Manufacturing Corp. (TSMC), which is subject to US 
export controls, independently discovered that it had 
received a request from a customer for chips that 
ended up in a Huawei product.54 The Huawei product 
appears to be, according to reports, the Ascend 910B, 
which contains chips used for training AI models.55 
TSMC itself notified both the US and Taiwanese 
governments,56 with reports indicating that TSMC could 

52     Demetri Sevastopulo and Leo Lewis, “US and Japan Near 
Deal to Curb Chip Technology Exports to China," Financial Times, 
September 17, 2024, Accessed September 22, 2024, https://
www.ft.com/content/3fa44901-33e4-4ab4-9f7b-efe1575a6553. 

53     Jenny Leonard, Mackenzie Hawkins, and Takashi Mochizuki, 
“China Warns Japan of Retaliation for Possible New Chip Curbs," 
Bloomberg, September 2, 2024, Accessed November 5, 2024, 
https://www.bloomberg.com/news/articles/2024-09-02/china-
warns-japan-of-retaliation-over-potential-new-chip-curbs. 

54     Debby Wu, “TSMC Cuts Off Client After Discovering 
Chips Sent to Huawei," Bloomberg, October 23, 2024, Accessed 
November 5, 2024, https://www.bloomberg.com/news/
articles/2024-10-23/tsmc-cuts-off-client-after-discovering-
chips-diverted-to-huawei. 

55     Meaghan Tobin, Ana Swanson, John Liu, and Amy Chang 
Chien, “TSMC Chips Ended Up in Devices Made By China’s 
Huawei Despite U.S. Controls," The New York Times, October 
29, 2024, Accessed November 5, 2024, https://www.nytimes.
com/2024/10/29/business/tsmc-huawei-computer-chips.html. 

56     Kathrin Hille, “TSMC Says It Alerted US to Potential 
Violation of China AI Chip Controls," Financial Times, October 22, 
2024, Accessed November 5, 2024, https://www.ft.com/content/
af6e1958-c9df-463a-a2b6-4bf2e5b69178. 
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trace the sanctioned shipments back to Oct. 11 at the 
earliest.57 Note, also, that the political link in the chain 
of American power — Congress — was also activated, 
with the chairman of the US House of Representatives 
Committee on China demanding answers from the 
Commerce Department and TSMC.58 While not a US ally, 
the case of TSMC’s sanctioned shipment illustrates both 
the stringency of US export controls on advanced chips 
and the stakes of preventing their leakage.

To be sure, the story of US-allied cooperation on export 
controls vis-à-vis China is both mixed and unfinished. 
As Aaron Mc Nicholas, a staff writer for The Wire, noted 
in an August 2024 piece for the magazine, while the 

57     Reuters, “TSMC Halts Chip Supply to Customer after 
Finding It in Huawei Product, Source Says," Reuters, October 23, 
2024, Accessed November 5, 2024, https://www.reuters.com/
technology/tsmc-halts-chip-supply-customer-after-finding-it-
huawei-product-source-says-2024-10-23/. 

58     Reuters, “US Lawmaker Demands Answers on TSMC Chip in 
Huawei Device," Reuters, October 23, 2024, Accessed November 
5, 2024, https://www.reuters.com/technology/us-lawmaker-
demands-answers-tsmc-chip-huawei-device-2024-10-23/. 

trend may well be temporary, ASML’s largest customer 
over four quarters as of the second quarter of 2024 was 
China, likely due to the as-yet permitted purchasing 
of legacy chips less advanced than 7 nanometers59 
(though, importantly, the aforementioned restriction on 
servicing and provision of spare parts for DUV machines 
to China by ASML was not in force as of Mc Nicholas’ 
writing). This story will continue to be written in a way 
that intertwines with the US’ pursuit of AI supremacy.60

59     Aaron Mc Nicholas, “ASML’s Powder Keg," The Wire China, 
August 4, 2024, Accessed September 9, 2024, https://www.
thewirechina.com/2024/08/04/asmls-powder-keg-asml-china/. 

60     Efforts at expansion of the post-October 2022 controls 
of advanced technologies to China with allied cooperation 
continue apace. In September 2024, the US imposed licensing 
requirements on the export of quantum computing technologies, 
including advanced chipmaking tools, gate all-around field-effect 
transistor (GAAFET) technology, and additive manufacturing 
items. See Cheng Ting-Fang, Lauly Li and Katherine Creel, “U.S. 
Implements New Exports Curbs on Advanced Chips and Quantum 
Tech," Nikkei Asia, September 6, 2024, Accessed September 
8, 2024, https://asia.nikkei.com/Business/Technology/U.S.-
implements-new-export-curbs-on-advanced-chips-and-
quantum-tech. The Commerce Department’s press release on 

Photo above: US President Joe Biden participates in a meeting on the Creating Helpful Incentives to Produce Semiconductors (CHIPS) for 
America Act, July 25, 2022. Photo by Anna Moneymaker/Getty Images.
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The Chinese Responses Amid a 
March to Autarky

In an echo of the Trump-era reciprocal US-China 
trade disputes, Chinese leaders have responded 
to the sweeping October 2022 export controls and 
their subsequent updates — though China’s efforts at 
technological self-reliance are not, importantly, only in 
reaction to post-October 2022 American actions. Much 
to our central thesis here, China, owing to its differential 
share of relevant AI power, is forced to find creative 
outlets through which to retaliate.

In May 2023, China barred operators of key domestic 
infrastructure (including telecommunications, transport, 
and finance) from purchasing Micron Technology 
products after faulting the American firm for failing 
a network security review.61 The move, Shivakumar, 
Wessner, and Howell note, was intended to cut the 
market share of US firms in critical technology sectors.62 
Shortly thereafter, in July 2023, China imposed licensing 
requirements on the export of rare-earth metals gallium 
and germanium (over which China has production 
dominance, at least for now63) and any compounds 

the controls emphasized their consistency and alignment with 
“like-minded” countries. See Bureau of Industry & Security, 
Office of Congressional and Public Affairs, “Department of 
Commerce Implements Controls on Quantum Computing and 
Other Advanced Technologies Alongside International Partners,” 
Bureau of Industry & Security, September 5, 2024, Accessed 
September 8, 2024, https://www.bis.gov/press-release/
department-commerce-implements-controls-quantum-
computing-and-other-advanced. 

61    Reuters, “China Fails Micron’s Products in Security Review, 
Bars Some Purchases," Reuters, May 22, 2023, Accessed 
August 6, 2024, https://www.reuters.com/technology/chinas-
regulator-says-finds-serious-security-issues-us-micron-
technologys-2023-05-21/. 

62     Shivakumar, Wessner, and Howell, Balancing the Ledger, 
p. 6.

63     Zeyi Yang, “China Just Fought Back in the Semiconductor 
Exports War,” MIT Technology Review, July 10, 2023, 
Accessed August 6, 2024, https://www.technologyreview.
com/2023/07/10/1076025/china-export-control-
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resulting from them.64 The cost of gallium rose outside 
of China in tandem as germanium’s price jumped with 
Chinese stockpiling.65 This move was followed by yet 
another regulatory counter-measure: in August 2023, 
China withheld regulatory approval for a contract between 
Intel and Israeli chip manufacturer Tower Semiconductor 
that would have merged the two companies.66

Moreover, China reportedly re-mounted an earlier effort 
to recruit elite, foreign-trained scientists. The initiative, 
which is a revival of what was called the “Thousand 
Talents Plan,” aims to build up Chinese technological 
self-sufficiency67 by attracting foreign talent in sensitive 
areas — prominently among them, semiconductor 
expertise — through incentives like home-purchase 
subsidies and sign-on bonuses of 3-5 million yuan (or 
$420,000 to $700,000). Most selected applicants to the 
new program are reported to have at least one PhD from 
a top US university.68
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These retaliatory measures should not be understood as 
an indication that China is merely responding to post-
October 2022 US actions, however. In September 2022 
— when the Biden administration, as noted, began to curb 
high-performance chip exports to China minus its later 
full-throated measures — a Chinese government directive 
was put out by the State-Owned Assets Supervision and 
Administration Commission to expand the country’s 
efforts to remove US technology from Chinese computers 
(including their hardware, operating systems, and 
other software). “Document 79,” so-named only for the 
numbering on the directive’s pages, is initially targeting 
hardware makers such as Dell, IBM, and Cisco with the 
aim of replacing these American firms’ technology with 
Chinese competitors’, leveraging China’s annual state-
sector spending of 48 trillion yuan in 2022 (or $6.6 
trillion).69 Chinese leaders are, and have been, intent on 
achieving technological autarky for some time.70

15, 2024, https://www.reuters.com/technology/china-quietly-
recruits-overseas-chip-talent-us-tightens-curbs-2023-08-24/. 

69     Liza Lin, “China Intensifies Push to ‘Delete America’ From 
Its Technology,” The Wall Street Journal, March 7, 2024, Accessed 
August 15, 2024, https://www.wsj.com/world/china/china-
technology-software-delete-america-2b8ea89f. 

70     For a much broader investigation of the Chinese Communist 
Party’s long-term visions for world order, see Rush Doshi, The 

The effort, known informally among some Chinese 
vendors as “Delete A,” continues apace, with 
Semiconductor Manufacturing International Corp. (SMIC) 
on the frontlines.71 Although SMIC’s technology is several 
generations behind TSMC and Samsung Electronics, 
it is using “homegrown semiconductor-production 
equipment”72 in manufacturing. SMIC is capable of 
producing only 28-nanometer circuits (the kind typically 
used in household devices and cars) rather than more 
advanced chips used to train generative AI models. Yet 
Huawei’s Mate 60 smartphone uses an SMIC-made 
chip constructed with technology comparable to the 
7-nanometer process. Doubts, to be sure, exist about the 
efficiency of the process used to attain this breakthrough 
and whether it can be done at scale.73 SMIC appears 
to have exposed the chip to DUV lithography multiple 
times — as opposed to the use of extreme ultraviolet 
(EUV) lithography for 7-nanometer chips — in a process 
called “multi-patterning.” While this allows the firm to 
manufacture such chips, the manufacturing yield is lower, 
the rate of machine usage is higher, and the cost of energy 
and maintenance requirements increase in tandem.74 

As of September 2024, Chinese regulators, most 
prominently the Ministry of Industry and Information 
Technology, issued guidance — rather than legally 

Long Game: China’s Grand Strategy to Displace American Order 
(Oxford University Press, 2021).
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Semiconductor Limited and Huawei — given easier access to 
state subsidies and greater control over state-backed research in 
the wake of US-led export controls. See Qianer Liu, “China Gives 
Chipmakers New Powers to Guide Industry Recovery," Financial 
Times, March 20, 2023, Accessed August 27, 2024, https://www.
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binding instructions — to Chinese firms that encouraged 
them to reduce purchases of Nvidia chips (such as the 
H20) in favor of chips produced by domestic Chinese 
vendors. Huawei and Cambricon Technologies Corp. 
are the leading vendors in this respect. Importantly, 
recognizing the limits of domestic chipmaking capacity 
while encouraging AI innovation, the guidance makes 
clear that foreign semiconductor purchases are 
tolerated for the time being, when necessary.75

To clarify the limits on Chinese technological self-
sufficiency in the near term, Hanna Dohmen, Jacob 
Feldgoise, and Charles Kupchan noted in “The Limits 
of the China Chip Ban,” published by Foreign Affairs in 
August 2024, that while Chinese firms like Huawei and 
Biren have been catching up to Nvidia and AMD in the 
design of advanced chips (in 2019 and 2022, respectively), 
they generally lag in manufacturing advanced-node 
semiconductors, estimating that SMIC is five to six years 

75     Pei Li, Mackenzie Hawkins, and Debby Wu, “China Urges 
Local Companies to Stay Away From Nvidia’s Chips," Bloomberg, 
September 27, 2024, Accessed November 5, 2024, https://www.
bloomberg.com/news/articles/2024-09-27/china-urges-local-
companies-to-stay-away-from-nvidia-s-ai-chips. 

behind the state-of-the-art.76 The 7-nanometer SMIC chip 
is, then, a loophole in US-led export controls, though one 
with significant qualifications. 

As of August 2024, Huawei — acting in part on the 
mission to “Delete A” — was reportedly nearing the 
point of introducing its new AI chip, the Ascend 910C, 
developed under the conditions imposed by post-
October 2022 export controls. Huawei tells its potential 
clients that the chip is comparable to Nvidia’s H100 
(currently restricted on export to China). SemiAnalysis’ 
Dylan Patel suggested that the 910C may perform 
better than Nvidia’s B2077 (a chip in the “Blackwell” 
series designed for compliance with US export controls 
and set for distribution in China in the second quarter of 
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nvidia-surmounting-u-s-sanctions-e108187a. 
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202578). To be sure, the 910C must exceed a high bar to 
be truly competitive. According to a Center for Security 
& Emerging Technology analysis of the 910B, an earlier 
chip in the same series, the progress from the first and 
second-generation chip in the Ascend 910 series is 
incremental — merely 1.2 times the performance of its 
predecessor — whereas leading chips in the industry 
have tripled their performance over a similar period.79

Middle East Entanglement

The US-China AI competition, when this story is told 
through the lens of America’s export control regime 
and Chinese efforts at technological self-sufficiency, 
exposes each of the core forms of power underpinning 
AI supremacy — technical, commercial, defense, 
political, and geopolitical. The US leverages its 
dominant hold over the technical dimension of AI power 
in areas including basic, agenda-setting research as 
well as its grip on the geopolitics of AI through both its 
full-throated export control regime to restrict Chinese 
access to the technical resources necessary to produce 
cutting-edge models in areas like NLP and its alliances 
to ensure the former’s completeness.

But the AI story is being written globally. In the Middle 
East, the UAE and Saudi Arabia in particular are aiming 
for regional AI leadership with eventual world-class 
ambitions. Both states, in addition to the aforementioned 
willingness to throw their respective capital behind 
AI-related investments, are moving at full speed on 
indigenous data center construction. By the end of 2023, 
the UAE had 235 megawatts (MW) of total data center 
capacity and Saudi Arabia had 123 MW (still lagging 
behind Western Europe where, for example, Germany’s 
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capacity totals 1,060 MW). With regional ambitions come 
regional necessities, including the construction of data 
centers that can withstand the heat-intensive, desert 
environments in which they are built.80 

Saudi Arabia, in September 2024, additionally partnered 
with US-based semiconductor startup Groq (an 
Nvidia competitor) to build the world’s largest data 
center specialized for AI processing, anticipated to be 
operational by the end of the year.81 Most strikingly, in 
October 2024 the Saudi Public Investment Fund (PIF) 
and Google Cloud announced a strategic partnership 
to create a new global AI hub in the kingdom.82 
Representing the growing significance of the Middle East 
in the global technology ecosystem, the partnership will 
see a PIF-funded and Google-operated data center with 
associated cutting-edge tensor processing units (TPUs) 
and graphics processing units (GPUs), joint marketing of 
Google’s AI products to regional and international clients, 
and a critical local workforce upskilling initiative.83

The disruptions to supply of AI chips caused by the 
growing deployment of export controls on a global scale, 
in addition to the hurdles in attracting and retaining 
limited AI talent and access to computing power, 
nonetheless make the US-China competition the locus of 
the AI race in the Middle East.84 We focus on the Middle 
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East’s increasing entanglement in the US-led export 
control regime vis-à-vis China and weave this into a 
broader discussion of AI supremacy.

The Middle East in the Post-October 
2022 Export Control Regime

Highlighting fears of the loss of advanced American-made 
semiconductors to third-party countries, the US imposed 
stricter export licensing requirements on Nvidia’s A100 
and H100 chips, as well as AMD’s MI300 chip, to some 
Middle Eastern states in August 202385 (following earlier 
reporting that prompted the US to deny it had blocked 

Accessed August 26, 2024, https://www.mei.edu/publications/
middle-east-era-great-tech-competition. 
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2023, Accessed August 7, 2024, https://www.al-monitor.com/
originals/2023/09/us-denies-it-had-blocked-ai-chip-sales-some-
middle-eastern-countries. 

the sales outright86). In October 2023, the export controls 
issued on Oct. 7, 2022, were geographically expanded. 
Using updated criteria to identify what counts as 
“controlled” chips, the US Bureau of Industry and Security 
(BIS) required that 44 countries, including Middle Eastern 
states, be subject to the relevant licensing restrictions.87 
These updated controls covered all six member states 
of the Gulf Cooperation Council (the UAE, Saudi Arabia, 
Qatar, Bahrain, Kuwait, and Oman).88 In April 2024, the 
BIS revised and clarified two of the Oct. 17, 2023, rules, 
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principally clarifying the products, parts, and components 
that require pre-export notification to BIS and a BIS 
license for initial export.89

It was later reported in May 2024 that, as US officials 
conducted a national security review of AI development 
in the Middle East, the issuing of licenses to chipmakers, 
including Nvidia and AMD, for large-scale AI accelerator 
shipments to the Middle East (chips that enable 
data centers to better process information relevant 
to AI development) was delayed or unresponsive to 
applications.90 Later, in September 2024, BIS announced 
that it would expand its Validated End User (VEU) 
program, which allows US exports to ship advanced 
semiconductors to pre-approved data centers that meet 
specified physical and cybersecurity standards without 
requiring exporters to obtain multiple individual export 
licenses.91 In October 2024, Biden administration officials 
relatedly discussed (without commitment) capping 
advanced AI chip sales from Nvidia and AMD to some 
countries, focusing specifically on the Persian Gulf, to 
build on the VEU program.92
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All this goes to show that Middle Eastern actors intent 
on harnessing AI find themselves engaged in a “delicate 
balancing act”93 amid the dynamics born of the US-
China great power competition for much of this period 
of intensifying commercial and geopolitical enthusiasm 
for AI.

The tenor of these dynamics as of late-2024, however, 
represents something of a shift from previous months 
amid the surge in global capital to fund the buildout of AI 
infrastructure. The UAE especially is acting to ensure its 
position at the forefront of these efforts. Recent events do, 
to be sure, follow an ongoing and intensifying stream of 
AI-related action. 

Abu Dhabi has been engaged with OpenAI CEO Sam 
Altman’s efforts to establish a new chip-building venture 
to reduce dependency on Nvidia since at least early 
2024.94 The Abu Dhabi-based and state-backed AI 
investment fund MGX was later reported to be at the 
center of discussions on funding such a chip venture.95 
The UAE continued to engage with Altman as he met with 
multinational investors and government officials, including 
in the UAE in April, to discuss private-sector cooperation 
with governments on the development of large-scale AI 
infrastructure (this included meeting with US ambassador 
to the UAE Martina Strong while in the country).96 As 
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of September, Abu Dhabi’s engagement with Altman 
continued as an anticipated financial backer of the latter’s 
rallying of global investors to invest hundreds of billions 
of dollars in AI infrastructure.97 Perhaps most strikingly, 
MGX reportedly sought to invest in OpenAI during the 
company’s latest, multibillion-dollar funding round98 
(following an earlier and lower-profile purchase of a 
stake in OpenAI competitor Anthropic by UAE sovereign 
wealth fund Mubadala in March99).
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97     Shirin Ghaffary and Mackenzie Hawkins, “Altman 
Infrastructure Plan Aims to Spend Tens of Billions in US," 
Bloomberg, September 3, 2024, Accessed September 23, 2024, 
https://www.bloomberg.com/news/articles/2024-09-03/altman-
infrastructure-plan-aims-to-spend-tens-of-billions-in-us. 

98     Mike Kruppa, Berber Jin, and Tom Dotan, “United Arab 
Emirates Fund In Talks to Invest In OpenAI," The Wall Street 
Journal, September 12, 2024, Accessed September 23, 2024, 
https://www.wsj.com/tech/ai/united-arab-emirates-fund-in-talks-
to-invest-in-openai-fd4e4977. 

99     Becky Yerak, “FTX to Sell Two-Thirds of Anthropic Stake for 
$884 Million," The Wall Street Journal, March 25, 2024, Accessed 
September 23, 2024, https://www.wsj.com/articles/ftx-to-sell-

Outside of its engagement with Altman and OpenAI, 
MGX is also reportedly partnering with BlackRock and 
Microsoft on an alternative AI infrastructure fund with 
the aim of raising $30 billion for data center and related 
power infrastructure investment. The partnership is 
doubly significant as it not only positions the UAE as 
a central player in a major effort to deploy up to $100 
billion in total capital for infrastructure investments, 
but it also would secure the state’s position in a longer-
term AI investment scheme where expected returns 
are modest and comparatively more stable.100 That 
same week, G42 and Nvidia announced a collaboration 
on AI solutions to improve global weather forecasting 
accuracy with the aim of establishing an operational 
base and climate technology laboratory in Abu Dhabi.101 
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During his subsequent official visit to the US in 
September 2024, UAE President Sheikh Mohammed bin 
Zayed Al Nahyan met with CEOs Satya Nadella, Larry 
Fink, and Jensen Huang of Microsoft, BlackRock, and 
Nvidia, respectively, reaffirming the state’s commitment 
to cross-border AI-related cooperation.102

Finally, chipmakers TSMC and Samsung Electronics 
have discussed — without commitment — building plant 
complexes and other major chipmaking operations in 
the UAE, respectively, with government officials. While 
the deal remains uncertain, the initial terms outline 
funding by the UAE for the relevant projects, a primary 
role for Mubadala, and an objective of reducing chip 
prices by increasing global chip production without 
harming chipmakers’ profitability. In a reflection of the 
continuing reality of the Middle East’s place in the US-
China tech competition, the firms have held discussions 
with US government officials over the production and 
shipment of chips from UAE-based factories and do 
not expect to break ground on the projects until a 
resolution is reached.103

US export controls, then, shape the region’s AI ambitions, 
though they do not, as we see starkly in the case of 
the UAE, remove the ambitions. Rather, states like the 
UAE act within the parameters set by the post-October 
2022 export control regime, sometimes leading US 
officials to react rather than merely anticipate AI-related 
developments. To focus and sharpen our analysis of the 
US’ pursuit of AI supremacy and the Middle East’s role 
in the global AI race, we explore a case study in US-UAE 
relations: the Microsoft-G42 partnership. 
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The Microsoft-G42 Deal: A Blueprint 
for Future Tech Partnerships

In April 2024, US technology giant Microsoft invested 
$1.5 billion in the UAE-based AI firm G42. The 
investment gave Microsoft a minority stake in G42 and 
a board seat held by Microsoft President Brad Smith. 
The deal notably required negotiations and assurances 
by both the US and UAE governments regarding the 
security of advanced technology exchange.104 The need 
for assurances arose from three key factors. First, 
the rise of G42 — a reflection of the UAE’s own tech-
economic ascent — as a major AI player. This prompted 
the US to ensure that the UAE and G42 align more 
closely with the US-led tech-economic coalition and to 
prevent any spillover of US intellectual property into 
China. Second, amid the intensifying tech competition 
with China, US intelligence officials expressed concerns 
about the potential transfer of advanced American 
technology to Chinese companies.105 Furthermore, G42 
would be granted access to run and sell indigenously 
produced AI applications and services on Microsoft’s 
Azure cloud services. Part of the assurances on the 
UAE’s part involved removing Huawei-made equipment 
from G42’s systems, following earlier divestment from 
Chinese companies, including ByteDance.106

The perceived security stakes associated with this 
deal cannot be underestimated.107 Microsoft indeed 
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touted the partnership as including a “first of its kind 
Intergovernmental Assurance Agreement” for AI 
safety and security standards.108 Secretary Raimondo, 
who played a central role in brokering the agreement, 
framed it as a zero-sum choice between being in the 
American or Chinese technological orbit, with the deal 
drawing the UAE into America’s.109 In contrast, however, 
US Congressional China hawks became concerned in 
May 2024 that the deal could backfire by preemptively 
authorizing the transfer of advanced US-designed 
semiconductors from Microsoft to G42 (in addition 
to leaks of advanced American technology).110 That 
same month, Brad Smith noted in an interview that a 
potential second phase of the deal could include the 
transfer of advanced semiconductors, tools, and even 
model weights from Microsoft to G42 — but noted that 
no timeline existed for this phase and that it would 
require Commerce Department approval.111 Reflecting 
the diversity of interests involved in the partnership and 
Congressional concerns about the export of advanced 
chips from the US, in August 2024 Microsoft shared with 
Congressional aides that the company would lease its 
AI products to G42, thereby granting it greater oversight 
over hardware and software transfers to the UAE.112 

Cloud War," Financial Times, July 30, 2024, Accessed August 27, 
2024, https://www.ft.com/content/202c3240-fa20-4081-a2a7-
8470b7f12110.

108     Microsoft, “Microsoft Invests $1.5 Billion in Abu Dhabi’s 
G42 to Accelerate AI Development and Global Expansion,” 
Microsoft Source, April 15, 2024, Accessed August 7, 2024, 
https://news.microsoft.com/2024/04/15/microsoft-invests-1-5-
billion-in-abu-dhabis-g42-to-accelerate-ai-development-and-
global-expansion/. 

109     Ryan Heath and Ina Fried, “U.S., Microsoft Elbow China’s 
AI in Gulf," Axios, April 17, 2024, Accessed August 7, 2024, 
https://www.axios.com/2024/04/17/microsoft-ai-uae-g42-china. 

110     John Sakellariadis, “Commerce-backed Deal with 
Emirati AI Giant Sets Off Alarm Bells in Congress," Politico, May 
25, 2024, Accessed August 7, 2024, https://www.politico.com/
news/2024/05/24/ai-china-uae-00159713. 

111     Stephen Nellis, “Exclusive: Microsoft’s UAE Deal Could 
Transfer Key U.S. Chips and AI Technology Abroad," Reuters, May 
24, 2024, Accessed August 7, 2024, https://www.reuters.com/
world/middle-east/microsofts-uae-deal-could-transfer-key-us-
chips-ai-technology-abroad-2024-05-23/. 

112     John Sakellariadis, “Microsoft Scales Back AI Partnership 
with Emirati Firm Amid Concerns Over China Ties," Politico, 

Evidence of a shift in these dynamics and the 
resolution of earlier concerns emerged in September. 
Public reporting indicates that the US authorized 
the sale of cutting-edge chips to G42, including 
H100s, after significant efforts were made by the 
latter to secure sensitive data (such as the physical 
locking-down of new data centers built exclusively 
with Western-made hardware).113 That same month, 
two new joint AI centers were also announced to 
be established in Abu Dhabi under the auspices of 
the Microsoft-G42 partnership,114 including a Global 
Engineering Development Center that Microsoft 
touts as the first of its kind in the Arab world, devoted 
to “AI innovations, cloud technologies and advanced 
cybersecurity solutions globally” while serving the end of 
“attracting top tech talent from around the world…”115 

In this partnership’s evolution, each underlying form of 
AI power is recruited: the partnership itself is driven by 
a combination of American technical and commercial 
dominance and a need to expand its geopolitical reach by 
engaging states like the UAE that are amenable to outside 
cooperation. Wary, however, of advanced technology loss 
to states like China (where the defense implications loom 
large), US Congressional concern — political power — 

August 1, 2024, Accessed August 7, 2024, https://www.politico.
com/news/2024/08/01/microsoft-ai-partnership-emirati-china-
concern-00172167.

113     Reed Albergotti and Kelsey Warner, “How the UAE Got 
the US to Bless Its AI Ambitions," Semafor, September 13, 2024, 
Accessed September 17, 2024, https://www.semafor.com/
article/09/13/2024/how-the-uae-got-the-us-to-bless-its-ai-
ambitions. New data centers, per the reporting, also physically 
separated encrypted compute portions from all other systems, 
such as cooling systems and security cameras. Red-teaming, a 
practice of stress-testing for security vulnerabilities, was also 
employed through the US Department of Defense. 

114     Abeer Abu Omar, “Microsoft, G42 Deepen Ties With 
Two AI Centers in Abu Dhabi," Bloomberg, September 17, 2024, 
Accessed September 17, 2024, https://www.bloomberg.com/
news/articles/2024-09-17/microsoft-g42-deepen-ties-with-two-
ai-centers-in-abu-dhabi.

115     Microsoft, “Microsoft Expands Its Global Engineering 
Development Center’s Footprint to the UAE’s Capital, Abu Dhabi," 
Microsoft Source, September 24, 2024, Accessed September 
25, 2024, https://news.microsoft.com/2024/09/24/microsoft-
expands-its-global-engineering-development-centers-footprint-
to-the-uaes-capital-abu-dhabi/. 
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induces Microsoft to scale back the partnership. Yet the 
needs of AI supremacy persist. In September, Brad Smith 
noted that while Microsoft seeks “clarity and consistency” 
on chip export controls to the Middle East, he also said, “I 
feel confident that clarity is emerging,” and whereas export 
applications by Microsoft and other companies are “not 
100 per cent complete, they’re getting very close.”116 

Thus, while the positioning of the UAE amid the 
US’ post-October 2022 export control regime is 
still evolving, America’s pursuit of AI supremacy so 
deeply intertwines with AI ambitions emanating from 
the Middle East — principally as a result of Chinese 
technological influence and ambitions in the region 
— that push-and-pull effects between the technical, 
commercial, defense, political, and geopolitical links 
of the AI supremacy chain are repeatedly exposed 

116     Madhumita Murgia and Chloe Cornish, “Microsoft Wants 
More ‘Clarity’ Over AI Chips Curbs to Middle East,” Financial 
Times, September 17, 2024, Accessed September 23, 2024, 
https://www.ft.com/content/bb9ed20e-8e95-4808-a37c-
7a540ca4b056. 

and then hammered out as a blueprint for technology 
partnerships is developed.

The Race for AI Supremacy in the 
Microsoft-G42 Deal and US-Allied 
Cooperation

Both the Microsoft-G42 deal and US-allied 
cooperation over export controls provide valuable 
case studies in the pursuit by the US of AI 
supremacy. Developments therein tap into the 
push and pull between the technical, commercial, 
defense, political, and geopolitical forms of power 
underlying AI supremacy.

For its part, the Microsoft-G42 partnership links technical 
and commercial developments occurring principally 
within the US and emerging rapidly within the UAE with 
geopolitical ends — the former seeking to retain and grow 
its competitive edge in a technology of global importance 

Photo above: Chinese President Xi Jinping shakes hands with Saudi Arabian Prince Mohammed bin Salman bin Abdulaziz Al Saud at the G20 
Summit on Sept. 4, 2016, in Hangzhou, China. Photo by Lintao Zhang/Getty Images.
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and the latter seeking to build out its indigenous AI 
industry on which it has a certain level of external 
dependency. Moreover, it appears to have been negotiated 
from the US’ standpoint in part with the expectation that 
it anticipates a blueprint by which future AI and advanced 
technology partnerships are constructed.

On a more fine-grained level, the deal represents 
America’s effort to retain AI supremacy over its chief 
adversary, China, by drawing in a Gulf state partner whose 
technological ambitions are both real and amenable 
to external cooperation — explicitly so, as the UAE 
ambassador to the US, Yousef al-Otaiba, wrote in April 
2024 that the deal represents one way in which “the UAE 
is working with the US and other partners to write a new 
playbook for this breakthrough technology.”117 Indeed, the 
UAE president’s delegation to Washington in September 
2024 noted that the US-UAE relationship is in “realignment 
mode” and explicitly emphasized that the state is “in a less 

117     Yousef Al Otaiba, “AI’s Future Is Being Forged by the US 
and the UAE," Bloomberg, April 30, 2024, Accessed August 6, 
2024, https://www.bloomberg.com/opinion/articles/2024-04-30/
microsoft-g42-deal-ai-s-future-is-being-forged-by-the-us-and-
the-uae. 

geostrategic and a more geoeconomic phase.”118 Affirming 
our claim that the US seeks to expand its technological 
orbit by drawing in the UAE, the two countries, during this 
presidential visit, signed a “government-to-government 
memorandum of understanding” on AI which includes a 
brief set of “Common Principles for Cooperation” for AI 
and “related” technologies.119

The lesson from the US’ engagement with states like the 
UAE thus far, and in particular through the Microsoft-G42 
deal, is that America cannot escape the competing 
tensions between AI supremacy’s core dimensions in its 
pursuit of AI supremacy. The political dimension flared 
in Congressional concern over advanced technology loss, 

118     Jennifer Gnana, “UAE in ‘Realignment Mode’ As Mohamed 
bin Zayed Heads to US," Al-Monitor, September 19, 2024, 
Accessed September 22, 2024, https://www.al-monitor.com/
originals/2024/09/uae-realignment-mode-mohammed-bin-
zayed-heads-us. 

119     Jake Sullivan and Tahnoon bin Zayed Al Nahyan, “United 
States and United Arab Emirates Cooperation on Artificial 
Intelligence,” The White House, September 23, 2024, Accessed 
September 24, 2024, https://www.whitehouse.gov/briefing-room/
statements-releases/2024/09/23/united-states-and-united-
arab-emirates-cooperation-on-artificial-intelligence/. 

Photo above: Microsoft office building in Dubai, UAE, on Nov. 7, 2014. Photo by Chris Ratcliffe/Bloomberg via Getty Images.
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leading the Microsoft-G42 partnership to experience a 
pressure-induced scaleback. Yet it is this tension between 
political power and other links in the AI supremacy chain 
that makes the case valuable for US AI strategy-formation: 
It is precisely the US’ perceived technical dominance 
that triggers tension with the geopolitical link of the AI 
supremacy chain. The driving motivation to safeguard 
technology perceived to be significantly more advanced 
than competitors’ leads to an incomplete strategy for 
AI supremacy, as the core dimensions of AI supremacy 
cannot be managed cohesively. 

The US does possess a firm lead in the technical 
dimension of AI power, and US decision-makers do 
wish to extend the geopolitical umbrella of American 
technological might — but the dominance in the technical 
dimension creates a tension with the commercial, 
political, and geopolitical links in the AI chain that would 
achieve both ends satisfactorily. Indeed, the paring back 
of the Microsoft-G42 deal is beneficial for our analysis, 
as it illustrates the extent to which political power can 
be misaligned with the US’ cohesive management of the 
chain from R&D up to geopolitics. 

To be sure, as the partnership develops, aforementioned 
reporting that US officials authorized the sale of H100 
chips to G42 (at least for select data centers) indicates 
an understanding that these tensions must be resolved, 
to some extent, for the sake of US AI supremacy. The 
progression of the partnership with the establishment of 
two AI centers in Abu Dhabi reinforces this point. Even 
beyond the Microsoft-G42 partnership, that the US is 
engaging as earnestly as it is with the UAE on funding for 
large-scale AI infrastructure (along the lines of Altman’s 
proposal) despite its recent levying of export controls on 
the region leads Fortune’s Sharon Goldman to suggest the 
AI-related dependencies between the US and UAE are 
more mutual than they may appear.120

Against this backdrop, the US’ engagement with Middle 
Eastern states like the UAE in its pursuit of AI supremacy 
fundamentally must grapple with the same forms of 
underlying power, but the tensions that arise between 

120     Sharon Goldman, “Sam Altman’s Quest for Cheap AI 
Power Will Be Fueled by Middle East Billions. But the True Cost 
Goes Beyond Money," Fortune, September 24, 2024, Accessed 
September 25, 2024, https://fortune.com/2024/09/24/sam-
altman-blog-cheap-ai-water-middle-east/.

them may shift, sometimes abruptly, as the perceived 
need of one dimension (e.g., the commercial need for new 
energy sources and data centers) may supersede another 
(e.g., the wholesale restriction of advanced AI-related 
technology to certain states).

US-allied cooperation on post-October 2022 export 
controls is not, of course, a mirror image of the 
Microsoft-G42 deal. While highly post-hoc, the US’ efforts 
to align with allies that occupy critical points in the global 
semiconductor supply chain continue to find significant 
success. The Dutch government’s August 2024 decision, 
following negotiations with the US, to withhold servicing 
and repair licenses for ASML’s DUV tools is one example 
of the US successfully leveraging its share of geopolitical 
power pertinent to AI.

These efforts, however, have planted the seeds from which 
future tensions in the pursuit of American AI supremacy 
may grow. The geopolitical leverage that the US holds over 
its close allies is currently being used as a tool against 
indigenous Chinese AI development in such a way as to 
stretch its long-term viability. Relationships with allies 
cannot be viewed as permanently malleable and infinitely 
subject to US officials’ efforts to expand export controls, 
particularly those reacting to unforeseen (and perhaps 
unpredictable) technical developments inside or outside of 
China. Successes today do not guarantee successes in the 
future. The US’ share of geopolitical power relevant to AI 
can diminish if used inappropriately.

More than this, US allies are doubtless pricing in 
the practical effects on US trade policy from the 
incoming second Trump administration. While the new 
administration is likely to extend an underappreciated 
continuity in the US’ deployment of export controls vis-à-
vis China and advanced technologies,121 the significance of 
allied cooperation therein is a clear disjuncture. US allies 
like the Dutch and Japanese, aware of the possibilities, 
may have cooperated on some export controls in the near 
term with little expectation of cooperation in the later term 
where their own interests are felt to be unserved or where 

121     See Mohammed Soliman and Vincent Carchidi, 
“Technology Policy: Convergence and Crossroads in Biden 
vs. Trump 2.0," Foreign Policy Research Institute, May 16, 
2024, Accessed September 10, 2024, https://www.fpri.org/
article/2024/05/technology-policy-biden-vs-trump/.  
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they perceive the US’ actions to be too unpredictable.122 
This is a prime instance of a tension between the political 
and geopolitical links of the AI supremacy chain, where the 
former threatens to disrupt the latter’s continuity.

Taken together, all this holds implications for what an 
ideal US strategy for AI supremacy looks like, to which we 
now turn.

Recommendations: Revising the 
US Strategy for AI Supremacy

The story of US-led export controls on Chinese firms is one 
in which the US attempts to manage the AI competition 
principally by tapping into its technical, commercial, 
and geopolitical power. Chinese efforts at technological 
self-sufficiency and retaliatory actions in response to US 
export controls, likewise, tap into its own relevant power. 
In particular, the “Delete A” directive recruits political 
power to shape a long-term outcome in the state’s relative 
AI standing in addition to the country’s ability to quickly 
deploy commercial AI models.

In the near term, US-led export controls are hindering 
Chinese progress in basic AI R&D, principally by 
limiting Chinese researchers’ ability to build models 
comparable to the sizes and compute requirements 
of the likes of OpenAI’s GPT-4o and o1 models. It 
simultaneously hinders Chinese leaders’ broader 
ambitions to become technologically self-sufficient in 
the production and acquisition of advanced AI chips — 
a matter that extends beyond the generative AI race 
specifically (and more important to Chinese leaders in 
the long run).

122     Chinese technology firms executives, for their part, 
reportedly pay attention to the role of tariffs in the first Trump 
administration and the 2017-2021 US-China trade war, the effects 
unilateral and abrupt actions had on US-allied cooperation, and 
the prospects for Chinese domestic semiconductor manufacturing 
capacity. See Eduardo Baptista and Anne Marie Roantree, “China’s 
Sanction-hit Tech Industry Puzzles Over Impact of Trump, 
Harris Presidencies," Reuters, November 1, 2024, Accessed 
November 6, 2024. https://www.reuters.com/technology/chinas-
sanction-hit-tech-industry-puzzles-over-impact-trump-harris-
presidencies-2024-11-01/.

That said, the potentially fatal flaw in the US’ strategy 
is a lack of cohesiveness across the underlying forms 
of power relevant to AI supremacy. In concrete terms, 
this translates into a lack of federal resources devoted 
to shoring up the ability to deploy AI models within its 
own borders. Should the US’ export controls prove only 
temporarily effective in shaping Chinese capabilities, 
however — and should it adversely affect US chip 
manufacturers and markets in the meantime — the 
absence of a broader US AI strategy could condemn its 
current approach to insufficiency over the long term.

Our foregoing analysis is a direct launchpad for assessing 
the longer-term prospects for US AI supremacy and the 
strategy by which it should be pursued. The Microsoft-G42 
deal and US-allied cooperation represent case studies that 
inform our recommendations. 

We turn to our recommendations for US AI strategy now:

1a. Expand Targeted US Support for Basic AI Research

The US federal government should expand its support 
for basic AI research and development. This expansion 
should be targeted through investments in subfields 
and approaches in AI that would lay the foundation 
for breakthroughs that ameliorate the shortcomings of 
existing state-of-the-art AI models in ways conducive to 
their commercialization.

This is a familiar recommendation, though one that 
reveals the push and pull inherent in the pursuit of AI 
supremacy. Consider, as Amy Zegart argues in Foreign 
Affairs, how US federal funding for research as a share 
of GDP declined from 1.9% in 1964 to 0.7% in 2020 
(contrasted with China’s 1.3% in 2017). The largesse 
of basic research funding specifically has diminished 
by research sponsors like the National Institutes of 
Health (NIH) and the National Science Foundation (NSF), 
leaving American researchers with the disproportionately 
burdensome task of grant-chasing. Paralleling this, 
the commercial success of AI in the private sector — 
despite its near-term benefits — is driving talent away 
from academia into industry, depleting the banks of 
expertise on which basic research in American institutions 
depend.123 In the language of our foregoing analysis: 

123     Amy Zegart, “The Crumbling Foundations of American 
Strength: Knowledge Is Power — and the United States Is Losing 
It," Foreign Affairs, August 20, 2024, Accessed August 26, 
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the technical and commercial dimensions of American 
power are at odds with one another in the domain of basic 
research funding.

In the context of AI supremacy, this should be resolved 
by using federal funds to develop a fertile basic 
research ecosystem that complements the thriving 
private sector focus on forms of AI that appear less 
risky to investors (e.g., generative LLMs, computer 
vision-based autonomous vehicles, etc.). The role of 
the US federal government, in this view, is to secure 
its prospects for AI supremacy in the long term in part 
by targeting those approaches and subfields in AI that 
private-sector investors deem too risky, particularly 
within the university system.124

2024, https://www.foreignaffairs.com/united-states/crumbling-
foundations-american-strength-amy-zegart.

124     There are, to be sure, notable private-sector examples of 
investments in novel approaches in AI that are considerably more 
risky (at least at face value) than headline-grabbing frameworks 
like generative AI. One such example is venture capitalist Vinod 

The importance of keeping this expansion targeted 
to approaches in AI that are conducive to real-world 
application is highlighted in part by defense analytics 
firm Govini’s 2024 National Security Scorecard, where 
9 out of an identified 12 areas of AI spending across the 
US government have upwards of 65% of their funding 
stagnating in the R&D phase, “under-investing in the 
practical, non-R&D AI capabilities that can deliver value 
today.”125 While we emphasize caution in applying this 

Khosla’s investment in Symbolica AI, a startup that is positioning 
itself as a direct competitor to the likes of OpenAI by building 
models via fundamentally different techniques (and Khosla, 
worth noting, was an early investor in OpenAI). See Sharon 
Goldman, “Vinod Khosla Is Betting On a Former Tesla Autopilot 
Engineer Who Quit to Build Small AI Models That Can Reason," 
Fortune, April 9, 2024, Accessed August 26, 2024, https://fortune.
com/2024/04/09/vinod-khosla-former-tesla-autopilot-engineer-
ai-models/. 

125    Govini, “The 2024 National Security Scorecard: Critical 
Technologies, Govini, 2024, p. 1, https://www.govini.com/
insights/2024-national-security-scorecard. 

Photo above: US President Joe Biden and UAE President Sheikh Mohamed bin Zayed Al Nahyan meet in the Oval Office at the 
White House on Sept. 23, 2024, in Washington, DC. Source: Keven Dietsch/Getty Images.
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characterization in a blanket manner across all areas of 
AI funding (some problems in AI basic research are more 
difficult and resource intensive than others), we note 
the importance of identifying those areas where novel 
techniques are being constructed to solve some of the 
shortcomings in existing AI models.

This recommendation builds on the major 
accomplishment already set forth in the 2022 CHIPS 
and Science Act. Representing an embrace of industrial 
policy in the domain of advanced technologies, the 
CHIPS Act directed $280 billion in federal spending 
over the following 10 years. Of this, $200 billion is 
reserved for scientific R&D and commercialization, 
$52.7 billion is authorized for semiconductor 
manufacturing, R&D, and workforce development, and 
the remaining $27 billion is allocated for both chip 
production tax credits ($24 billion) and cutting-edge 
technology and wireless supply chains programs ($3 
billion), respectively. Two years after its passage, 70 
semiconductor fabrication plants are being constructed 
with CHIPS funding (in part) in Arizona126 and Texas, 
among other states.127 Indeed, as of June 2024, the 
electronics manufacturing construction sector is 
receiving $11 billion in realized private investment 
per month in part due to the CHIPS Act, as Martin 
Chorzempa notes.128

126      Taiwan Semiconductor Manufacturing Company will 
expand its planned investment in Arizona from $25 billion to 
$65 billion to add a third fabrication plant capable of producing 
the world’s most advanced 2-nanometer chips with a $6.6 
billion subsidy awarded by the US Commerce Department. 
See David Shepardson and Stephanie Kelly, “TSMC Wins $6.6 
Billion US Subsidy for Arizona Chip Production," Reuters, April 
8, 2024, Accessed August 21, 2024,  https://www.reuters.
com/technology/tsmc-wins-66-bln-us-subsidy-arizona-chip-
production-2024-04-08/. 

127     Justin Badlam, Stephen Clark, Suhrid Gajendragadkar, 
Adi Kumar, Sara O’Rourke, and Dale Swartz, “The CHIPS and 
Science Act: Here’s What’s In It," McKinsey & Company, May 16, 
2024, Accessed August 21, 2024, https://www.mckinsey.com/
industries/public-sector/our-insights/the-chips-and-science-act-
heres-whats-in-it.

128     Martin Chorzempa, “US Chip Construction Spending 
Skyrocketed After US CHIPS Act Passed in August 2022," 
Peterson Institute for International Economics, August 15, 2024, 
Accessed November 5, 2024, https://www.piie.com/research/
piie-charts/2024/us-chip-construction-spending-skyrocketed-
after-us-chips-act-passed. 

1b. Recruit Expert Opinion

To appropriately designate federal funds, policymakers 
should consult with experts from diverse educational, 
intellectual, and professional backgrounds to ascertain 
where such funding would be most useful. The diversity 
herein is not merely surface-level language: given 
the concentration of AI research into both the private 
sector and a highly specific field within it (generative 
AI), now more than ever US policymakers must hear 
from experts working across approaches in AI — 
including machine learning, symbolic AI, and hybrid 
techniques like Neuro-Symbolic AI — as well as those in 
adjacent fields.

This recommendation finds continuity with the US 
Senate’s AI Roadmap put out by the bipartisan AI 
Working Group in May 2024.129 The roadmap builds 
from forums with experts from academia and civil 
society, industry, think tanks, and labor unions.130 It 
recommends funding a “cross-government AI research 
and development (R&D) effort” that includes research 
areas such as fundamental and applied science as 
well as “[f]oundational trustworthy AI topics, such as 
transparency, explainability, privacy, interoperability, 
and security.”131 While the Senate’s AI Roadmap 
remains aspirational, the contents therein indicate a 
shared willingness to have the US government reprise 
its role in an era of great power competition as a major 
player in basic research in a strategic technology, 
guided by expert opinion.

2a. Expand Support for Science, Technology, 
Engineering, and Mathematics (STEM) Education and 
Vocational Training

Expansion of federal funding for STEM education is 
another familiar recommendation in the context of AI 
supremacy, though we emphasize that such expansion 
works hand-in-hand with basic research funding 
and should, likewise, be targeted. We also wish to 

129     Chuck Schumer, Mike Rounds, Martin Heinrich, and 
Todd Young, “Driving U.S. Innovation in Artificial Intelligence: 
A Roadmap for Artificial Intelligence Policy in the United States 
Senate,” United States Senate, May 2024, https://www.schumer.
senate.gov/imo/media/doc/Roadmap_Electronic1.32pm.pdf. 

130     Ibid., p. 3. 

131     Ibid., p. 5. 
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emphasize the role of vocational training outside of 
STEM disciplines.

A joint May 2024 report by the Boston Consulting 
Group and the Semiconductor Industry Association 
details how the CHIPS Act is propelling a major uptick 
in America’s share of semiconductor fabrication 
capacity, projecting that the US will capture 28% of 
an estimated $2.3 trillion in private sector investment 
in wafer fabrication between 2024 and 2032 (up from 
9% pre-CHIPS Act).132 That said, the acquisition of 
talent necessary to maintain the new investments 
in the US’ semiconductor industry is lacking at both 
higher and lower echelons. The US semiconductor 
industry specifically is expected to have a shortfall 
of 67,000 technicians, computer scientists, and 
engineers by 2030, whereas shortages currently exist 

132     Raj Varadarajan, Iacob Koch-Weser, Chris Richard, Joseph 
Fitzgerald, Jaskaran Singh, Mary Thornton, Robert Casanova, and 
David Isaacs, “Emerging Resilience in the Semiconductor Supply 
Chain,” Boston Consulting Group and Semiconductor Industry 
Association, May 2024, p. 4, https://www.semiconductors.org/
wp-content/uploads/2024/05/Report_Emerging-Resilience-in-
the-Semiconductor-Supply-Chain.pdf. 

in areas including construction workers, technicians, 
electricians, master welders, and pipefitters — all 
of which are necessary for suitable semiconductor 
manufacturing building and operation.133

We strongly recommend targeted US federal funding 
that simultaneously expands access to STEM education 
and vocational training as a direct means of shoring up 
the US’ share of technical AI power.

2b. Promote Interdisciplinary Education for AI 
Supremacy

We also recommend a less-emphasized aspect 
of support for AI-related education: namely, the 
interdisciplinarity of AI’s development and deployment.

AI is an unusual field whose history is intertwined with 
a sometimes self-contradictory quest for the creation 
of a new species of intelligence on the one hand and 
the development of tools and products for human 
efficiency on the other. The field has been marked 
since its inception in the 1950s by over-ambition, 

133     Ibid., pp. 23-24.

Photo above: Students at Warren Mott High School in Warren, Michigan, conduct experiment. Photo by Nic Antaya for the Washington Post 
via Getty Images.
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unrealistic timelines, and unproductive benchmarks 
by which models are evaluated, among other notable 
peculiarities.134 US AI supremacy requires some clarity 
on what exactly AI is about, as it is possible for even 
a great power like America to distort and inflate (or 
deflate, for that matter) the technical dimension of its 
AI power. 

At the same time, according to an August 2024 
RAND Corporation report, AI generally (primarily 
machine learning), is coming under the spotlight for 
misunderstandings about the problems AI models are 
designed to solve, the pursuit of cutting-edge models 
over practical-use cases, and a mismatch between 
anticipated and actual capabilities, among other 
deployment-sensitive matters.135

134     For a brief overview, see Vincent J. Carchidi, “Are We Due 
For an AI Winter?,” The National Interest, September 3, 2023, 
Accessed August 22, 2024, https://nationalinterest.org/blog/
techland/are-we-due-ai-winter-206762. 

135     James Ryseff, Brandon De Bruhl, and Sydne J. Newberry, 
“The Root Causes of Failure for Artificial Intelligence Projects 
and How They Can Succeed: Avoiding the Anti-Patterns of AI,” 

Thus, we also recommend that the NSF support 
partnerships between academic institutions and 
industry organizations that focus on bridging disciplines 
across STEM, social sciences, and the humanities for 
educational collaboration on how to understand AI’s 
development, how it should be defined, the human 
benchmarks by which it is measured, and so forth. 
Such a venture could be modeled on the NSF’s existing 
Advanced Technological Education (ATE) program.136

3. Support Commercialization Through Public-Private 
Funding and Partnerships

We recommend that US federal agencies seek out 
emerging commercial enterprises engaged in novel, 
application-oriented AI research through both state 
funding and public-private partnerships.

RAND Corporation, August 13, 2024, https://www.rand.org/pubs/
research_reports/RRA2680-1.html. 

136     U.S. National Science Foundation, “Advanced 
Technological Education (ATE),” U.S. National Science Foundation, 
Accessed August 22, 2024, https://new.nsf.gov/funding/
opportunities/advanced-technological-education-ate.  

Photo above: A Mars Rover constructed by students from the University of Torino in Italy participate in the European Rover Competition at 
AGH University in Krakow, Poland, on Sept. 6, 2024. Photo by Dominika Zarzycka/NurPhoto via Getty Images.
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First, federal agencies like the Department of Defense, 
Department of Energy, and the NSF should award industry 
actors engaging in novel yet promising research with 
funding conditioned on ameliorating weaknesses in the 
dominant AI paradigm of machine learning. 

Second, federal agencies should seek out partnerships 
with industry actors working to bridge novel techniques in 
AI research with practical applications.137 

This recommendation comes on the back of recent 
trends in the American private sector: namely, 
American firms, including OpenAI, Microsoft, Google, 
and Meta, appear to be prioritizing revenue-generation 
through products — applications of techniques in 
areas like NLP. Moreover, generative AI specifically is 
experiencing a slow-down in public hype, which may be 
fruitful for settling on this technology’s most practical 
applications.138 It also comes just as OpenAI is offering 
ChatGPT Enterprise services to its first US federal 
government customer, the US Agency for International 
Development. All this indicates that, as expectations 
adjust, practical-use cases are slowly emerging in a 
domain where security has been a driving concern.139

These convergent events represent an ideal juncture in the 
cycle of contemporary AI’s commercial deployment for the 
US federal government to make targeted investments and 
cultivate partnerships in research areas and companies 
whose work offers new pathways from technical 
capabilities to commercialization.

The CHIPS Act was a significant step in the federal 
government’s role in supporting commercialization. 
Various components of the law — including regional 

137     See Vincent Carchidi, “The Risk to America’s AI 
Dominance is Algorithmic Stagnation," Geopolitical Monitor, 
May 19, 2024, Accessed August 21, 2024, https://www.
geopoliticalmonitor.com/the-risk-to-americas-ai-dominance-is-
algorithmic-stagnation/.

138     Vitomir Kovanovic, “Generative AI Hype Is Ending — 
and Now The Technology Might Actually Become Useful," The 
Conversation, August 18, 2024, Accessed August 21, 2024, 
https://theconversation.com/generative-ai-hype-is-ending-and-
now-the-technology-might-actually-become-useful-236940. 

139     Rebecca Heilwel, “OpenAI Reveals First Federal Agency 
Customer for ChatGPT Enterprise," FedScoop, August 19, 2024, 
Accessed August 22, 2024, https://fedscoop.com/openai-chatgpt-
enterprise-usaid/. 

tech hubs140 and the NSF Directorate for Technology, 
Innovation, and Partnerships141 — set the tone for the US 
government’s approach. This recommendation extends 
such work.

4a. Reduce Technical Inflation in External Risk 
Assessments

One of the central lessons of the global AI race thus 
far is that America’s leadership owes principally to its 
technical prowess in basic AI R&D and to the US’ share 
of geopolitical power it uses to protect its leadership by 
restricting the export of advanced chips and chipmaking 
equipment to China. Indeed, Secretary Raimondo told 
Foreign Policy in July 2024 that the US AI industry’s 
models would not be more advanced than Chinese 
competitors’ were it not for these export controls.142 
Raimondo shares this belief in the technical dominance of 
American AI models with the Congressional China hawks 
who saw the Microsoft-G42 deal as a flirtation with the 
loss of sensitive American AI technology. The shared 
premises among American politicians and policymakers, 
then, are that (a) America possesses a lead in basic AI 
research; and (b) should these technical secrets spill 
beyond US borders to adversarial states, it would supply 
the US’ rivals with the keys to the future.

The US decidedly leads in basic AI research, and it is 
consistent with the pursuit of AI supremacy to slow down 
China’s ability to indigenously produce AI models that set 
the agenda for future research, as American firms have 
done. Yet our analysis reveals a push and pull between the 
technical, commercial, defense, political, and geopolitical 
dimensions of AI supremacy, as illustrated by the case of 
the Microsoft-G42 partnership.

This tension is an exemplification of the global AI race’s 
inherent balancing act. However, the US, to sufficiently 

140     U.S. Economic Development Administration, “Regional 
Technology and Innovation Hubs (Tech Hubs)," U.S. Economic 
Development Administration, Accessed August 21, 2024, https://
www.eda.gov/funding/programs/regional-technology-and-
innovation-hubs. 

141     U.S. National Science Foundation, “Technology, Innovation 
and Partnerships: A Directorate at the U.S. National Science 
Foundation," U.S. National Science Foundation, Accessed August 
21, 2024, https://new.nsf.gov/tip/latest. 

142     Iyengar, “The Technocrat.”
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revise its AI strategy, will need to find ways to resolve 
this tension for a simple reason: if the fear of advanced 
AI technology loss is the driving factor in American-led 
AI diplomacy, then it will always threaten to hamstring 
the US’ ability to consistently expand its commercial and 
geopolitical reach, leading it to merely maintain the lead it 
currently holds.

Therefore, as a general matter, we recommend that 
American policymakers avoid inflating the technical 
dominance of the US AI industry’s models and the 
trajectory on which private-sector firms have placed 
them (trajectories that, as noted, are increasingly geared 
more toward products). The export of state-of-the-art 
generative AI models, for example, may be considered a 
matter of national security, though this designation should 
not hamstring the US’ ability to expand the commercial 
and geopolitical reach of its AI power.143 AI as a field 
is subdivided into various approaches and techniques, 
among which generative AI is only one; generative AI, 
moreover, does not appear to be the hypothetical end-
point of “artificial general intelligence.”144 

To expand America’s AI power and achieve long-term 
AI supremacy is to use the momentum created by 
the distinctly American successes of generative AI 
and other private-sector AI accomplishments in the 
service of furthering AI’s many facets through novel 
research techniques, hence our recommendations. 

143     Our reasoning here is analogous to Daniel Drezner’s 
recent argument detailing the expansion of what counts in 
American politics as “national security” since the late-1940s, 
an expansion that has left the concept with less meaning than if 
the term were invoked with greater precision and categorization. 
Drezner, for his part, recommends being clear about timescales 
and degrees of urgency when labeling something a matter of 
“national security” as well as “[specifying] whether the issue 
demands proactive measures, defensive responses, or a mix 
of both.” Daniel W. Drezner, “How Everything Became National 
Security," Foreign Affairs, August 12, 2024, Accessed August 
21, 2024, https://www.foreignaffairs.com/united-states/how-
everything-became-national-security-drezner. 

144     A fact seemingly indicated by the Senate AI Working 
Group’s recommendation for research into foundational areas 
including transparency and explainability of AI models, currently 
lacking in generative AI. The Working Group also notes that 
“artificial general intelligence” is difficult to define and seeks 
clarity on both its meaning and anticipated timeline. See Schumer 
et al., “Driving U.S. Innovation,” p. 19.

Technical inflation should be reduced so as to not 
prevent this movement. 

4b. Construct an Aggressively Proactive and Multilateral 
Export Control Regime

The national security designation of either AI models or 
their enabling hardware remains a necessity, however, 
even with a proper calibration in the technical status 
of a particular technology. Our remarks are therefore 
linked to a separate recommendation: specifically, 
US export controls on AI and its enabling hardware 
should be aggressively proactive and allow for close 
coordination with partners and allies through a 
technology dialogue, echoing a recommendation made 
by Mohammed Soliman to the US-China Economic and 
Security Review Commission in April 2024.145

An export control regime that continuously evolves in the 
face of new developments from chief rival China (e.g., 
Chinese firms’ use of “chiplets”146) risks being overly 
reactive. We have already seen how this is the case in our 
review of the export control scene post-October 2022, 
particularly in the post-hoc effort by the US to align the 
restrictions of close allies like Japan and the Netherlands 
with its own. While a reactive posture is understandable 
given the pace at which the US government is adjusting 
to the designation of AI as a strategic technology and its 
role in America’s competition with China — and China’s 
no-holds-barred bid for autarky — a reactive posture 
risks relying on an inflation of America’s technical 
power, sometimes at the expense of its commercial and 
geopolitical power.

Yet the paring back of the initial arrangement with 
Abu Dhabi and the recurring need to cajole allies 
into alignment reveals an overreliance on near-term 
technical and geopolitical leverage at the expense of a 
long-term, cohesive strategy for US AI supremacy. We 
add to this a practical fact: despite the clear near-term 
limitations US-led export controls are imposing on 

145     Mohammed Soliman, “Testimony before the U.S.-China 
Economic Security Review Commission Hearing on ‘China and the 
Middle East,’” U.S.-China Economic Security Review Commission, 
April 19, 2024, https://www.uscc.gov/sites/default/files/2024-04/
Mohammed_Soliman_Testimony.pdf.

146     See Dohmen, Feldgoise, and Kupchan, “Limits of the China 
Chip Ban.”
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Chinese firms, some restricted chips from companies 
like Nvidia are still being smuggled into China through 
underground networks, including into state-affiliated 
entities.147 Additionally, as John Villasenor points 

147     Ana Swanon and Claire Fu, “With Smugglers and Front 
Companies, China Is Skirting American A.I. Bans," The New York 
Times, August 4, 2024, Accessed August 26, 2024, https://www.
nytimes.com/2024/08/04/technology/china-ai-microchips.
html; see also, Raffaele Huang, “The Underground Network 
Sneaking Nvidia Chips into China," The Wall Street Journal, July 
2, 2024, Accessed August 26, 2024, https://www.wsj.com/tech/
the-underground-network-sneaking-nvidia-chips-into-china-
f733aaa6. The extent to which some Chinese institutions will go 
to secure access to advanced American AI chips was highlighted 
in a recent Reuters report detailing how universities including 
Shenzhen University, through intermediary Yunda Technology 
Ltd Co., spent 200,000 yuan (or $27,996) to access Amazon Web 
Services’ cloud servers powered by Nvidia’s A100 and H100s 
chips. Not currently covered by existing export controls, the 
Commerce Department acknowledged that they may expand 
to restrict customer access to advanced chips through cloud 
services. See Eduardo Baptista, Fanny Potkin, and Karen Freifeld, 
“Exclusive: Chinese Entities Turn to Amazon Cloud and Its Rival 
to Access High-End US Chips, AI," Reuters, August 23, 2024, 
Accessed August 26, 2024, https://www.reuters.com/technology/
chinese-entities-turn-amazon-cloud-its-rivals-access-high-end-

out, should the US’ export control regime become too 
expansive — covering too many AI-related technologies 
— this could have the unintended effect of restricting AI 
research at American universities that do not want to 
risk exposure to “controlled” technologies.148

We therefore recommend that the US export control 
regime place a greater emphasis on being both 
aggressively proactive in which technologies to 
designate as matters of national security and to 
establish a technology dialogue with partners and 
allies to enable close coordination on compliance 
and licensing therein.149 We include in this both 

us-chips-ai-2024-08-23/.

148     John Villasenor, “The Tension Between AI Export Control 
and U.S. AI Innovation," Brookings Institution, September 24, 
2024, Accessed September 26, 2024, https://www.brookings.
edu/articles/the-tension-between-ai-export-control-and-u-s-ai-
innovation/. 

149     For more on this, see Mohammed Soliman and Vincent 
Carchidi, “Re-Balancing the Strategy of Tech Containment," 
Foreign Policy Research Institute, September 23, 2024, Accessed 
September 27, 2024, https://www.fpri.org/article/2024/09/re-
balancing-the-strategy-of-tech-containment/.

Photo above: Spot, a US Army robot from Boston Dynamics, delivers the game ball before a Washington-Arizona game at Nationals Park on 
June 18, 2024. Photo by Mitchell Layton/Getty Images.
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allies critical to global semiconductor supply chains, 
especially Japan and the Netherlands, as well as 
certain Middle Eastern partners whose geopolitical 
importance is sharpened amid China’s efforts to draw 
actors in the region into its fold.

A strength of this recommendation is that it echoes the 
stances taken by others along the spectrum of opinion 
on US-led export controls. The Center for Strategic and 
International Studies’ Barah Harithas, for example, 
puts forward a more pronounced stance on American 
export control strategy. He nonetheless recommends, 
similarly, that the US multilateralize export controls 
with allies and partners to move beyond a dynamic that 
is “unsustainable” in which the US imposes unilateral 
controls and expects its allies to follow suit, only to 
find cautious allies worried about setting undesirable 
precedents.150 We thus argue that our recommendation 
for an aggressively proactive export control regime and a 
technology dialogue with allies and partners sufficiently 
balances competing perspectives.

5. The US Should Claim a Leadership Role in Global AI 
Governance

A coalition of US-based companies should be at the 
forefront of global AI governance. The US should 
complement the foregoing recommendations at the 
geopolitical level with a leadership role in governing the 
development and deployment of AI globally. Washington 
should take the lead in the construction of a framework 
for global AI governance — thereby not ceding 
leadership in this critical area as it did with the European 
Union on data regulation151 — while remaining engaged 
with Gulf states like the UAE and Saudi Arabia as they 
position themselves as leaders in the field in their own 
right, consistent with our recommendation on export 
controls above.

150     Barath Harithas, “From Reaction to Strategy: A New 
Framework for U.S. Export Control Enforcement," In: N. 
Girishankar (Ed.), Staying Ahead in the Global Technology Race, 
Center for Strategic and International Studies, October 29, 2024, 
p. 7, https://features.csis.org/global-tech-race/.

151     Mohammed Soliman, “The Brussels Effect: How EU’s 
Law Affects AI Regulations Globally," The Indian Express, April 
10, 2024, Accessed August 27, 2024, https://indianexpress.
com/article/opinion/columns/brussels-effect-eu-law-affects-ai-
regulations-globally-9262249/. 

In doing so, it would be building upon existing and early 
successes in this regard. One example is the Political 
Declaration on Responsible Military Use of Artificial 
Intelligence and Autonomy,152 a framework for the 
regulation of the military use of AI throughout the life cycle 
of a system’s capabilities launched at the Responsible AI 
in the Military Domain Summit in February 2023. Another 
is the set of voluntary commitments, secured by the Biden 
administration, made by major technology firms to build 
and deploy safe, secure, and trustworthy AI products in 
July 2023.153

Conclusion

AI supremacy is, we have argued, an indispensable 
concept. A state’s relative ability to manage the chain 
of progressive steps leading from basic AI R&D to the 
commercialization of products at scale and their dual-
use defense applications to the political and geopolitical 
management of cross-border AI interactions represents 
the fullest standard of achievement with respect to this 
technology’s development and deployment. We have 
further argued that the underlying forms of power relevant 
to AI supremacy — technical, commercial, defense, 
political, and geopolitical — are usefully explored through 
the story of US-led export controls on Chinese access 
to advanced semiconductors and designs, limited US-
allied cooperation, China’s march to autarky and its 
responses to these export controls, and the Middle East’s 
entanglement in the US’ restriction-oriented approach 

152     Bureau of Arms Control, Deterrence, and Stability, 
“Political Declaration on Responsible Military Use of Artificial 
Intelligence and Autonomy,” U.S. Department of State, 
November 9, 2023, https://www.state.gov/political-declaration-
on-responsible-military-use-of-artificial-intelligence-and-
autonomy-2/; for an updated list of endorsing states, see Bureau 
of Arms Control, Deterrence, and Stability, “Political Declaration 
on Responsible Military Use of Artificial Intelligence and 
Autonomy,” U.S. Department of State, May 29, 2024, Accessed 
August 27, 2024, https://www.state.gov/political-declaration-on-
responsible-military-use-of-artificial-intelligence-and-autonomy/. 

153     The White House, “Voluntary AI Commitments,” The 
White House, September 2023, https://www.whitehouse.gov/
wp-content/uploads/2023/09/Voluntary-AI-Commitments-
September-2023.pdf. 
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to AI geopolitically. Our five recommendations aim to 
clearly revise US AI strategy by enabling America to more 
swiftly and cohesively move up the chain from basic R&D 
to geopolitics without undue tension, with an emphasis on 
the US’ ability to deploy viable commercial AI models.

Articulating this fuller conception of AI supremacy 
underscores the truly global nature of the AI race. While 
the US-China dynamic remains paramount, the strategic 
investments and collaborations of regional Middle Eastern 
players — especially the UAE and Saudi Arabia — highlight 
a multipolar dimension to the AI race. As the AI race 
continues to unfold, embracing this multipolar perspective 
enriches the understanding of AI’s complex geopolitical 
landscape. The Microsoft-G42 deal — even with its 
setbacks — showcases the importance of paying due 
attention to such regional actors in the great power tech 
competition as well as incorporating the core dimensions 
of AI power into a fuller conception of AI supremacy, 
where their tensions can be identified and resolved. 

The goal throughout is to more clearly connect 
American resources with the multifaceted needs of 
AI supremacy. These recommendations directly serve 
specific goals, including maintaining a lead in basic 
AI research and faster deployment of AI products. 
Policymakers should take immediate steps to build 
on the US’ existing relative advantages in the AI 
competition with China while also collaborating with 
potential trendsetters in the Middle East.
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